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I. Introduction
In 2003 tsunami flood maps were prepared for the whole island of Puerto Rico as part of a FEMA funded Hazard Mitigation Grant. The TUNAMO 2 Japanese model was used. The bathymetry used was, in some cases, from the early 1900’s, and the topography was from the middle of the 20th century. Tsunami sources were limited to local ones, obtained as part of the Ph.D. dissertation of Dr. Victor Huerfano, presently Director of the Puerto Rico Seismic Network. It is the purpose of this study to re-do all of the maps, now using NOAA’s MOST tsunami model, and recently acquired, high-resolution, LIDAR bathymetry and topography. The computational cell resolution used in 2003 was 90 meters, and now we will use 30 m resolution. In addition, we will include regional and far-field tsunamis. 

A difference with the 2003 study is that now we will limit ourselves to mapping the inundation of a few “credible worst case scenarios”, instead of preparing flood maps using hundreds of potential local sources lying all around the island. In addition, at the end submarine landslide tsunamis will be considered.

The MOST code we have comes in two versions: 1) the generation/propagation code, and 2) the inundation code. The generation/propagation code generates the initial sea surface condition, propagates it, and writes to the disk time histories of the wave height, east-west (U) velocity, and north-south (V) velocity. This is done at every wet computational node. This version will not produce wave runup (inundation). The wave is stopped at some shallow depth given by the user. The output files are written in netcdf, a total of three output files. These files are then read by the inundation code, which then propagate the waves towards shore and produce the runup.

We will start with a description of the generation/propagation code in the next section, including a detailed discussion of the generation section, changes made here to the code (if any), how it is executed, input and output files, and how the input computational grids for this study were prepared.
II. The Generation/Propagation MOST
II.A. Execution of the generation/propagation code
The generation/propagation code will produce the sea surface deformation following OKADA’s model (1985), and propagate that signal all over its computational grid, say Grid A. Note that it only uses one computational grid, different from the inundation code that uses three computational grids (Grids A, B, and C). Below we will discuss how Grid A of the generation/propagation code was made for this study. 
We will start by mentioning that no changes had to be made to the code in order to compile, and run it, in our workstations using the PGI Fortran compiler. The only change made was for our convenience in order to clarify a confusion related with the location of the earthquake whose sea surface deformation is to be modeled. This had to do with the fact that MOST requires that the coordinates (latitude/longitude) of the fault be given of the so-called Location Point which is at a different location than Okada’s (1985) or Aki-Richards’ (1980) convention. For this reason, a new input parameter (most_mode) was added (at the first line) of the input parameters file, most_db.in. This parameter decides whether the supplied (in most_db.in) earthquake coordinates follow the Aki-Richards convention, or are of the Location Point expected by MOST. Again, this will be carefully described below in section II.B.

Now we mention the steps involved in running this code.

1. Prepare Grid A (to be discussed below). For now it suffices to know that the grid format (in ascii) is as follows:

number of computational nodes east-west
number of computational nodes north-south

Longitude(1)







← westernmost longitude

Longitude(2)

.

.

Longitude(number of columns)



← easternmost longitude

Latitude(1)








← northernmost latitude

Latitude(2)

.

.

Latitude(number of rows)




← southernmost longitude

Bathymetry/topography matrix (z values)
← 1st line corresponds to northern boundary,               










    1st column corresponds to west boundary

Values below MSL are positive (> 0). Land values      can be set to 0 since no runup is computed in this grid. A vertical wall is set at some offshore depth.
2. Compile the source code, which is done using a Makefile as shown in Table 1. In bold it is 

Table 1:
	###########################################################

# Makefile for Most Tsunami Spliting (MOST) Model Program #

# LAST REVISED: Vasily Titov  11/8/99                     #

# revised 3/2007 JCN                                      #

# revised 1/2008 CWM                                      #

###########################################################

# gnu fortran

#FC          =  gfortran

#FFLAGS
    = -O2 -w -ff2c -fbounds-check -static

#INC
    = /usr/local/netcdf-3.6.1-gcc64/include

#LIB
    = /usr/local/netcdf-3.6.1-gcc64/lib -lnetcdf

#EXE
    = most_db

# pgi fortran

FC
    = pgf95

FFLAGS
    = -O4 -Mipa=fast -tp k8-64

INC
    = /usr/local/netcdf/include

LIB
    = /usr/local/netcdf/lib -lnetcdf -lnetcdff

EXE
    = most_db_pgi_64

OBJ         =  InputOutput.o Deform.o DataArrays.o Constants.o \

               timestep.o swlon.o swlat.o

.SUFFIXES : .mod .f90 .f

all: ${EXE} decimateBathy

InputOutput.o: DataArrays.o Constants.o Deform.o

.f90.o:


${FC} ${FFLAGS} -I${INC} -c $<

.f.o:


${FC} ${FFLAGS} -I${INC} -c $<

${EXE}: ${OBJ} most_db.o


${FC} ${FFLAGS} ${OBJ} most_db.o -L${LIB} -o ${EXE}

decimateBathy: ${OBJ} decimateBathy.o


${FC} ${FFLAGS} ${OBJ} decimateBathy.o -L${LIB} -o decimateBathy

.PHONY : clean

clean:


/bin/rm -f *.o *.oo *.ipo *.exe *.mod *.L

distclean: clean


/bin/rm -f ${EXE} decimateBathy


shown the instructions used for the FORTRAN PGI compiler we use.

3. Prepare the input parameter file required by the model, say most_db.in. Below is an example in Table 2. Note that each input parameter is preceded by an alphanumeric string starting with the symbol ‘#’ and that fault parameters are included in this file. This file has to reside in the same folder as the executable. 
Table 2:

	#most_mode             (= 1 when fault plane coordinates follow Aki-Richards convention; = 0 when the give the Location Point; this parameter was introduced by us; it is not in the original source code)
1

# Grid Name

Atlantic                                     (to us this string is inconsequential, but can use ‘local’, ‘regional’, etc.)
# Grid axes version

20050825                                 (to us this string is inconsequential)
# Location of bathymetry file

atlantic_all5.corr                    ← name of the input gird A file, including path if necessary
# Input minimum depth for offshore (m) [depth threshold for propagation, vertical wall is set at this point]

20                                              (a vertical wall is located at 20 m depth)

# Input time step (sec) [time step based on CFL]

10

# Input amount of steps [total time for simulation based on 'input time step', 24 hours for this case]

8640

# Input number of steps between snapshots [output interval, multiple of 'input time step', every 1 minute for this case]

6

# ..Starting from [first output time frame, multiple of 'input time step', 1 minute for this case]

6

# Save output every n-th grid point [output grid is save every 4th node, 16 arc-minutes in both x and y directions]

4

# Input global b.c.s (1=global, 0=non-reentrant) [use default of 0 if grid is not global]

0                                                 (not yet understood)
# Output filename prefix (e.g. s_2943_194_ha.nc, s_2943_194_ua.nc, s_2943_194_va.nc)

snuny_2943_194                    (this string is concatenated to the strings ‘_ha.nc’, ‘_ua.nc’, ‘_va.nc’ to name output files)
# Source Zone Name

Caribbean                                 (to us this string is inconsequential)
# Source Zone Code

at                                                (to us this string is inconsequential)
# Source Column

b                                                 (to us this string is inconsequential)
# Source Row

50                                              (to us this string is inconsequential)
# Source Version [versioning we used to keep track of revisions on the same unit source runs]

0                                                 (to us this string is inconsequential)
# Input number of fault-planes: [input the desired number of fault planes]

1                                                 (self-explanatory)
# x-integration [default value]

41                                               (leave as it is)
# y-integration [default value = 21]

21                                               (leave as it is)
# Vp - P-wave velocity [default value = 8.11]

8.11                                            (leave as it is)
# Vs - S-wave velocity [default value = 4.49]

4.49                                            (leave as it is)
# 'Deform Area X' [size of deformation area in X direction]

1000                                           (self-explanatory)
# 'Deform Area Y' [size of deformation area in y direction]

1000                                           (self-explanatory)
# 'Longitude'     [fault parameters]

-65.6953

# 'Latitude'      [fault param ters]

19.4069

# 'Length (km):'  [fault parameters]

100

# 'Width (km):'   [fault parameters]

50

# 'DIP (deg):'    [fault parameters]

20

# 'RAKE (deg):'   [fault parameters]

90

# 'STRIKE (deg):' [fault parameters]

89.59

# 'SLIP (m)'      [fault parameters]

1

# 'DEPTH (km):'   [fault parameters]

5.0


4. The model will run and write (in the same directory where it is run) to the hard disk the following three netcdf files:

snuny_2943_194_ha.nc, snuny_2943_194_ua.nc, snuny_2943_194_va.nc

(note that the first strings are taken from input parameter 12 in most_db.in)

These three files contain snapshots of the wave height, U-velocity, and V-velocity, respectively. These 3 files are given to the inundation code as boundary conditions.

Related with the input parameters given by the following two lines inside most_db.in (see Table 2 above)

# 'Deform Area X' [size of deformation area in X direction]

1000                                           (self-explanatory)
# 'Deform Area Y' [size of deformation area in y direction]

1000                                           (self-explanatory)
the following precaution needs to be followed. The two variables define the size (east-west and north-south, respectively) of the sub-region inside the computational domain where the deformation is to be generated.  A value of 1000 should be the maximum given. But if the deformation lies close to the computational domain boundaries such that the sub-region defined by these two variables intersects the boundaries of the computational domain, then we get garbage for the deformation. A solution for now is to re-define the sub-region so that it becomes smaller until it does not intersect the computational domain boundaries. Supposedly this problem should have been fixed at PMEL/NOAA, so it is possible that there exists a corrected version. But, for now, this is the only way to deal with this problem.
5. To run the code just write

./most_db < most_db.in



so note that the input parameter file can have any name you want.

Note that the input parameter file has to reside in the same folder as the executable, and that the output netcdf files are written to that same folder. But the bathymetry file can reside in another folder, as long as we supply the path (with the name of the bathymetry file) inside the input parameter file.

Output from the MOST Generation/Propagation Code

The following table shows an example of the file content of the wave height netcdf output file in terms of the variables included inside the file. This example is for the wave height output, say, ‘sunny_2943_194_ha.nc’. The corresponding files for ‘_ua.nc’ and ‘_va.nc’ are similar. This output is obtained if inside Matlab we write:
filename = 'snuny_2943_194_ha.nc'

p = netcdf(filename)

for i = 1:9
    p{i}

end
(9 is the number of variables stored inside this netcdf file).

    Table 3: Structure of the ‘*_ha.nc’ file.
	filename =

snuny_2943_194_ha.nc

p =

           NetCDF_File: 'snuny_2943_194_ha.nc'

          nDimensions: 5

           nVariables: 9

    nGlobalAttributes: 51

      RecordDimension: 'time'

             nRecords: 1441

           Permission: 'nowrite'

           DefineMode: 'data'

             FillMode: 'fill'

           MaxNameLen: 0

ans =

    NetCDF_Variable: 'lon'              ← ‘lon’ vector

            itsType: 'double'

      itsDimensions: 'lon'

         itsLengths: 469                      ←  vector length

     itsOrientation: 1

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 3

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'lat'            ← ‘lat’ vector

            itsType: 'double'

      itsDimensions: 'lat'

         itsLengths: 540                   ←  vector length

     itsOrientation: 1

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 3

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'grid_lon'

            itsType: 'double'

      itsDimensions: 'grid_lon'

         itsLengths: 1875

     itsOrientation: 1

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 3

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'grid_lat'

            itsType: 'double'

      itsDimensions: 'grid_lat'

         itsLengths: 2160

     itsOrientation: 1

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 3

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'bathymetry'          ←  bathymetry matrix

            itsType: 'float'

      itsDimensions: 'grid_lat, grid_lon'

         itsLengths: [2160 1875]                   ←  bathymetry matrix dimension (2160 rows x 1875 columns)

     itsOrientation: [1 2]

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 5

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'deformation'                ←  deformation matrix

            itsType: 'float'

      itsDimensions: 'grid_lat, grid_lon'

         itsLengths: [2160 1875]                           ←  matrix dimensions (2160 rows x 1875 columns)

     itsOrientation: [1 2]

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 4

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'max_height'               ←  meohw matrix

            itsType: 'float'

      itsDimensions: 'lat, lon'

         itsLengths: [540 469]                            ←   matrix dimension (540 rows x 469 columns)

     itsOrientation: [1 2]

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 4

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'time'                    ←  time vector of snapshots

            itsType: 'double'

      itsDimensions: 'time'

         itsLengths: 1441

     itsOrientation: 1

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 1

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'ha'                             ←  wave height snapshots

            itsType: 'float'

      itsDimensions: 'time, lat, lon'

         itsLengths: [1441 540 469]               ←  1441 snapshots of dimension 540 rows x 469 columns

     itsOrientation: [1 2 3]

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 4

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0


An ncdump of this file gives the following information.

Table 4: ncdump of one of the netcdf output files from the generation/propagation code.

	netcdf Puerto_Rico_1918_Grid_A_Caribbean_ha {

dimensions:


lon = 526 ;


lat = 286 ;


grid_lon = 2101 ;


grid_lat = 1141 ;


time = UNLIMITED ; // (601 currently)

variables:


double lon(lon) ;



lon:long_name = "longitude" ;



lon:units = "degrees_east" ;



lon:point_spacing = "even" ;


double lat(lat) ;



lat:long_name = "latitude" ;



lat:units = "degrees_north" ;



lat:point_spacing = "uneven" ;


double grid_lon(grid_lon) ;



grid_lon:long_name = "Grid Longitude" ;



grid_lon:units = "degrees_east" ;



grid_lon:point_spacing = "even" ;


double grid_lat(grid_lat) ;



grid_lat:long_name = "Grid Latitude" ;



grid_lat:units = "degrees_north" ;



grid_lat:point_spacing = "uneven" ;


float bathymetry(grid_lat, grid_lon) ;



bathymetry:long_name = "Grid Bathymetry" ;



bathymetry:standard_name = "depth" ;



bathymetry:units = "meters" ;



bathymetry:missing_value = -1.e+34f ;



bathymetry:_FillValue = -1.e+34f ;


float deformation(grid_lat, grid_lon) ;



deformation:long_name = "Grid Deformation" ;



deformation:units = "meters" ;



deformation:missing_value = -1.e+34f ;



deformation:_FillValue = -1.e+34f ;


float max_height(lat, lon) ;



max_height:long_name = "Maximum Wave Amplitude" ;



max_height:units = "cm" ;



max_height:missing_value = -1.e+34f ;



max_height:_FillValue = -1.e+34f ;


double time(time) ;



time:units = "seconds" ;


float ha(time, lat, lon) ;



ha:units = "cm" ;



ha:long_name = "Wave Amplitude" ;



ha:missing_value = -1.e+34f ;



ha:_FillValue = -1.e+34f ;

// global attributes:



:Conventions = "CF-1.0" ;



:title = "MOST tsunami propagation model output" ;



:institution = "NCTR: NOAA Center for Tsunami Research" ;



:comments = "Titov, V.V., and F.I. Gonzalez (1997): Implementation and testing of the \n",




"Method of Splitting Tsunami (MOST) model NOAA Technical Memorandum ERL PMEL-112, 11 pp" ;



:references = "http://nctr.pmel.noaa.gov\n",




"http://www.pmel.noaa.gov/pubs/PDF/tito1927/tito1927.pdf" ;



:MOST_Propagation_Version = "1.3" ;



:history = "12-17-2009 00:30:22" ;



:Grid_Name = "Puerto_Rico" ;



:Grid_Axes_Version = "20090923" ;



:Grid_Filename = "regional_prop_A_60s.corrected" ;



:Minimum_Offshore_Depth = 10.f ;



:Time_Step = 6.f ;



:Total_Steps = 3600 ;



:Steps_Between_Saves = 6 ;



:Start_Saving_At_Step = 1 ;



:Output_Grid_Interval = 4 ;



:Source_Zone_Name = "Puerto_Rico_1918" ;



:Source_Zone_Code = "pr" ;



:Source_Row = "50" ;



:Source_Column = "b" ;



:Source_Version = "0" ;



:Source_Code_Name = "pr50b" ;



:Source_Code = "pr50b0" ;



:Number_Of_Fault_Planes = 4 ;



:Static_X_integration = 41 ;



:Static_Y_integration = 21 ;



:Static_Vp = 8.11f ;



:Static_Vs = 4.49f ;



:Deformation_Area_X = 0 ;



:Deformation_Area_Y = 0 ;



:Source_Length = 18.f ;



:Source_Width = 23.f ;



:Source_Longitude = -67.5572f ;



:Source_Latitude = 18.5616f ;



:Dip = 60.f ;



:Rake = -120.f ;



:Strike = 210.f ;



:Slip = 4.f ;



:Depth = 2.309f ;



:Rectangle_Corner_Longitudes = -67.51447f, -67.41992f, -67.50541f, -67.5999f ;



:Rectangle_Corner_Latitudes = 18.63173f, 18.57995f, 18.43971f, 18.49146f ;



:Rectangle_Corner_Depths = 22.22758f, 2.309f, 2.309f, 22.22758f ;



:Rectangle_Lower_Edge_Center_Longitude = -67.5572f ;



:Rectangle_Lower_Edge_Center_Latitude = 18.5616f ;



:Rectangle_Lower_Edge_Center_Depth = 22.22758f ;



:Rectangle_Upper_Edge_Center_Longitude = -67.46268f ;



:Rectangle_Upper_Edge_Center_Latitude = 18.50983f ;



:Rectangle_Upper_Edge_Center_Depth = 2.309f ;



:Rectangle_Center_Longitude = -67.50992f ;



:Rectangle_Center_Latitude = 18.53571f ;



:Rectangle_Center_Depth = 12.26829f ;

}


II.B Some Discussion about the MOST Deformation Code
As stated above, the deformation is generated at the start of the execution of the code. There are some issues we need to clarify some confusing issues related with the deformation code used by MOST. The code used is the one developed by Okada (1985). 

The first thing to notice is based on the information supplied in pages 19 and 20 of the manual. As seen in Figure 1 (taken from page 11 in the manual, updated 6/2/2009), it is shown that the fault parameters to be used are based on the Aki – Richards convention (1980), to be called ARC from now on. First, let’s notice the location of the latitude/longitude values assigned to the earthquake epicenter, which is the upper-left corner of the fault plane. This is in agreement with the notation of the Coulomb software package (http://quake.usgs.gov/research/deformation/modeling/coulomb/) – see Figure 2, the Masinha and Smylie (1971) deformation model convention (see Figure 3), and Imamura et al., 2006 (see Figure 4). This is different from the fault plane origin used by Okada, which is at the lower left corner of the fault plane (see Figures 2 and 5).  But the lat/lon values of the fault plane expected by MOST are of the so-called Location Point, which the manual defines at “the center of the deformation rectangle side parallel to the foot wall (on the subsidence side of the rectangle)” (see Figure 6, taken from the manual’s Figure 5). What the manual calls Subsidence Zone is the lower (down dip) side of the deformation rectangle, and the Upthrust Zone is the upper (up dip) side of the deformation rectangle. Figure 2 shows the fault plane locations used by Aki-Richards, Okada, and MOST.

The next thing that needs a clarification has to do with the definition of the strike direction. Although Figure 4 in the manual (Figure 1 in this report) follows the ARC convention, the strike angle definition on the following page in the manual (see Figure 6), does not. Given the strike angle shown in Figure 6, one obtains the ARC strike angle definition by adding 180°.  As it will be shown below, using the MOST deformation algorithm we were not able to recreate published deformations (deformations produced by both the Masinha and Smylie and Okada’s models) using the strike angle as defined in the MOST manual. On the other hand, everything agrees if we assume that MOST uses the ARC convention. The only conclusion we can reach is that the strike angle definition shown in figure 5 in the MOST manual (Figure 6 in this report) is incorrect but the convention used by the source code is the ARC one.
[image: image1.emf]


Figure 1 – Copy of page 11 in the MOST manual, updated 6/2/2009.

[image: image2.emf]


Figure 2 – Sketch of fault parameters as used in the Coulomb software package(taken from (http://quake.usgs.gov/ research/deformation/modeling/coulomb/). The figure has been modified by us.
[image: image3.emf]


Figure 3 – Information on fault parameters used in the Masinha and Smylie (1971) deformation model as given in the Japanese TIME code (Goto and Ogawa, 1982).

[image: image4.emf]


Figure 4 – Copy of fault plane geometry as shown in Imamura et.. al., 2006.
[image: image5.emf]


Figure 5 – Schematic showing Okada’s fault plane origin. Taken from his Figure 1 (Okada, 1985).
[image: image6.emf]


Figure 6 – Copy of page 12 in the MOST manual, updated 6/2/2009.

 The next issue that we need to clarify has to do with the definition of the word “epicenter”. If you go to an earthquake data bank you will find the lat/lon of its “epicenter”. This is supposed to be the location where the slip first started. Not knowing anything else one can assume this is the location of the upper left hand corner of the deformation plane, as seen above. That is, it is the ARC origin. We will see that sometimes this is true, and sometimes it is not true. For the MOST deformation model the manual states that we need to supply the lat/lon of what it is called the Location Point (see Figures 2 and 6, where in Figure 2 the Location Point is the red triangle next to where it says MOST). 

We will first try to simulate the initial sea surface deformation of the Okushiri, 1993, tsunami as computed by Yoon (2010) using the Masinha and Smyilie model. This is shown in Figure 7. At the top of the figure is shown the fault parameters for the three fault segments assumed. Yoon states that these fault parameters were taken from Takahasi et al., 1994. We will assume that the lat/lon pairs in the table follow the ARC, that is, they give the location of the left-hand corner of the up-slip side of the deformation plane. Recall that MOST expects the lat/lon of the Location Point. Figure 8 shows the deformation obtained from MOST in which the lat/lon pairs are given to MOST in its input parameters file (*.in). For comparison purposes, the 0 m elevation contour from Figure 7 was digitized and is shown as the blue line in Figure 8. Obviously, the MOST deformation is shifted relative to the deformation in Figure 7.

Next, using Geographic Calculator (Bluemarble Software), we calculated the lat/lon values of the position of a point lying a distance Length/2 from the ARC location along the strike direction (that is, at the middle of the line defining the up-slope side of the deformation plane).  Results are shown in Figure 9, where we can see that we definitely must shift the deformation some distance to the west.

Finally, we calculated the lat/lon values of the point lying on the middle of the line defining the down-slope side of the deformation rectangle (this point lies a horizontal distance Width x cos(dip) directly down slope of the previous point; where it  says MOST in Figure 2). These coordinates were then given to MOST, and the results are shown in Figure 10, and we can see that the results are similar to the deformation shown in Figure 7. Figure 11 shows the same plot, but now with the approximate location of the rest of the contours digitized from Figure 7 (the contours obtained from Figure 7 are shown with a dashed line).

[At the beginning it was mentioned that the strike angle discrepancy between what is shown in the MOST manual and ARC compliant strike angles could not be resolved by just adding, or subtracting, 180°. Figure 12 shows what happens when this is done. The geometry of the fault remains the same, but the deformation polarity is changed. This shows that the strike angle shown in the MOST manual is not only wrong, but it is not used the MOST deformation model.]

What we have learned from this exercise is that, given the ARC coordinates of a deformation plane, we need to give MOST the coordinates of the point lying a distance of Length/2 along the strike direction 

[image: image7.emf]


Figure 7 – Okushiri fault plane parameters as used by Yoon (2010).
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Figure 8 – Okushiri deformation obtained by using the lat/lon values given   by Yoon (2010) as the coordinates of the MOST Location Point as shown in Figure 2 (located on the down-dip side of the deformation rectangle).
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Figure 9– Okushiri deformation obtained by assuming the lat/lon values used by Yoon (2010) are the coordinate values of the middle of the fault segment and giving them to MOST.
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Figure 10 – Okushiri deformation obtained by assuming the lat/lon values used by Yoon (2010) are ARC compliant, but supplying MOST the coordinates of the Location Point calculated from them.
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Figure 11 – Same as above, but also showing digitized versions of the contours in Figure 6.
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Figure 11 - Test run of the Okushiri deformation but varying the strikes by 180°.

(along the up-slip side of the deformation rectangle) plus a distance Width x cos(dip) ninety degrees (90°) to the right, when looking along the fault in the strike direction. This point is shown by the red triangle labeled MOST in Figure 2, lying on the down-slip side of the deformation.
[It should be stated that the MOST/Propagation code we had was modified by adding another input parameter to be read together with the rest of the input parameters. This parameter (named most_mode), which appears as the first line in the input parameter file, tells MOST if the lat/lon values supplied are of the upper left-hand corner of the deformation plane (ARC convention) (most_mode = 1), or are of the Location Point (most_mode = 0). If the values are ARC compliant then an additional subroutine (named origin_most and lying inside the deform.f90 module) is called that computes the lat/lon values of the Location Point, and these are the lat/lon values used by MOST. If the values are of the Location Point then the subroutine is not called.]

Let’s try another example. Figure 12 shows the deformation obtained using the Okada (1985) model by Kowalik et al., 2008a (the figure was scanned and georeferenced). The elevation values are in centimeters. In the paper the fault parameters are given, with the exception of the “epicenter” of the earthquake. But in a companion paper (Horrillo et al., 2008) they give the “epicenter” as obtained from the USGS. A look at the USGS Web page shows that the location is described as the “epicenter” of the earthquake. Overall, the fault parameters are:

Latitude = 46.577

Longitude = 153.247

Strike = 215°

Dip = 15°

Slip = 4.34 m (this value was computed by us using the given Mo value of 3.5x1028 dyne cm, rigidity μ of 4.2x1011 dyne/cm2, and Hanks and Kanamori the relationship Mo = μ∙Length∙Width∙ū, where ū is the average slip magnitude)

Length = 240 km

Width = 80 km

Depth = 13 km (this depth is a factor of two shorter than the one given in the USGS page)
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Figure 12 – Deformation of the Kuril 2006 tsunami as computed by Okada’s model by Kowalik et. al., 2008.

If we assume that the given “epicenter” coordinates are of the ARC origin then, given the strike and the fault length, we can compute the end of the fault, and it lies way south of the lower margin of the figure (take the segment between the center point and the upper point in the fault trace shown and add it to the lower point, and this will give you the fault trace assuming that the given lat/lon are following the ARC convention). Obviously the obtained fault trace looks out of place relative to the deformation in the figure. Therefore, we did not even try to run MOST for a fault trace seemingly so out of place.

The next option used was to assume that the lat/lon values given by Horrillo et al. (2008) were of the mid-point of the fault trace, and the end points were again estimated [this assumption has been made in the past (ten Brink et al. 2008, page 77, Table 5-3)]. Then it was assumed that the lat/lon values were following the ARC convention so that the values given to MOST were of the northernmost end of the fault trace. Results are shown in Figure 13. Although the shape and magnitude values look similar to the ones in Kowalik et al. (2008), the deformation is displaced. 

[image: image14.emf]


Figure 13 – Deformation of the Kuril 2006 tsunami as computed by Okada’s model of MOST where the lat/lon value given by Horrillo et al., 2008, is assumed to be of the middle point along the fault trace, and where the lat/lon value given to MOST is of the northernmost point along the fault trace, assumed to be ARC compliant.

Next, an Internet search came up with a figure of the deformation, but now with the deformation rectangle (bottom surface projection of the deformation plane) shown, in addition to the location of the epicenter. See http://iisee.kenken.go.jp/special/fujii_Kuril/tsunami.html. This is shown in Figure 14. The epicenter location given in this site is the same one as given by Horrillo et al. (2008), and is shown by the blue star in the figure. This figure was scanned and georeferenced, allowing us to get the approximate position of the Location Point as expected by MOST (see Figure 2; the position came out to 47.2122°N, 153.6022°E), and MOST was run with these lat/lon values (using the option most_mode = 0). Results are shown in Figure 15. Now the results look much more similar to the ones in Figure 36, both in magnitude and localization of the deformation. 

Now we have much more confidence in the deformation output by MOST, but it generates a puzzle as far as we are concerned. Figure 14 shows that what is given as the epicenter location can fall anywhere along the down-dip side inside the deformation plane. That is, in real life not all epicenters follow the ARC convention. The problem is that the earthquake data banks supply the lat/lon values without any additional information. Without the additional information about the localization of the deformation plane we cannot know where is the given epicenter falling, and we can’t compute the Location Point (unless it is assumed that the epicenter is ARC compliant). In the NTHMP study we will assume that all earthquake locations are based on the ARC convention.

[image: image15.emf]


Figure 14 – Kuril 2006 deformation as obtained from the Internet. Contour interval is 10 cm, starting with the value of 10 cm. The lat/lon value given by Horrillo et. al., 2008, is of the blue star. The outline of the deformation rectangle (projection on the ocean bottom) is given by the yellow rectangle.
[image: image16.emf]


Figure 15 - Deformation of the Kuril 2006 tsunami as computed by Okada’s model of MOST where the lat/lon value given to MOST is of the Location Point shown in Figure 35. In this case MOST was run with the instruction to not make any correction to this lat/lon value since it is the one expected by it. Also shown is the fault trace assuming that the epicenter lies at the middle of the fault trace.

II.C Generation/Propagation Code Grid

Generation/Propagation Computational Grid for Tele-Tsunamis or Far-Field Tsunamis

The computational grid for far-field tsunamis will be the same as the one sent by PMEL, with a resolution of 4 arc minutes (min). This is shown in Figure 16. Table 5 gives some basic grid information.
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Figure 16 – Atlantic Ocean 4 minutes resolution computational grid supplied by PMEL. To be used for far-field tsunamis. The outlines show the geographical coverage of the propagation computational grid for regional and local tsunamis (black rectangle) and the outer, lowest-resolution, Grid A used for the inundation phase of this study (red rectangle). Elevations above MHW are painted white.
Table 5: Basic grid information for propagation code input grid, named atlantic_all5.corr.
	Grid Information: Propagation Code Grid for Tele-tsunamis
Grid File Name: 
atlantic_prop_A_4min.dat
Grid Size: 
2160 rows x 1875 columns

Total Nodes:
4050000

Grid Geometry

X Minimum:
-104.967°

X Maximum:
19.967°

X Spacing:
0.066667022411953  = 4 min

Y Minimum:
-71.9°

Y Maximum:
72.033°

Y Spacing:
0.066666512274201 = 4 min

Grid Statistics

Z Minimum:
-8609.9 m

Z Maximum:
-0.1 m
Δt = 11.11 s


The figure also shows the outline of the propagation grid for both regional and local tsunamis and the outline of the outer, lowest-resolution, Grid A used in the inundation phase of this study. These will be discussed below. It should be stated that the generation/propagation code uses only one computational grid, which is sometimes called Grid A. The generation/propagation code outputs three netcdf files (one for wave height, one for the zonal velocity component, and one for the meridional velocity component) that are then read by the inundation code of MOST.
All elevations and depths mentioned in this report are relative to Mean High Water (MHW). This does not make much of difference in Puerto Rico since the mean difference between MHW and MSL  in the island is just 0.132 meters (NGDC, 2007).

Test of MOST/Propagation Code Using Demo Data (confirmation of MOST/Propagation execution)
Together with the source code of the generation/propagation MOST model, PMEL also sent a sample netcdf file output by the model in order for us to verify that the model is correctly installed and running in our workstations. The input parameter file used in the run which produced the output netcdf file is listed below in Table 6.

Table 6 – Input parameters used for the demo sent by PMEL.
	# atsz, b50, Caribbean, Atlantic [subduction acronym, unit row and number, source location]

#
Grid Name

atlantic_all5.corr                            ← can supply anything
20050825
Grid axes version

Bathymetry/atlantic_all5.corr    ←  location of bathymetry file, including path if necessary
20
Input minimum depth for offshore (m) [depth threshold for propagation, vertical wall is set at this point]

10
Input time step (sec) [time step based on CFL]

8640
Input amount of steps [total time for simulation based on 'input time step', 24 hours for this case]

6
Input number of steps between snapshots [output interval, multiple of 'input time step', every 1 minute for this case]

6
...Starting from [first output time frame, multiple of 'input time step', 1 minute for this case]

4
Save output every n-th grid point [output grid is save every 4th node, 16 arc-minutes in both x and y directions]

0
Input global b.c.s (1=global, 0=non-reentrant) [use default of 0 if grid is not global]

#
Output File Prefix

s_2943_194 [output filename prefix, e.g. s_2943_194_ha.nc, s_2943_194_ua.nc, s_2943_194_va.nc]

#
Source Zone Name

Caribbean

#
Source Zone Code

at

#
Source Column

b

50
Source Row

0
Source Version [versioning we used to keep track of revisions on the same unit source runs]

1
Input number of fault-planes: [input the desired number of fault planes, only 1 for this case]

41
x-integration [default value]

21
y-integration [default value]

8.11
Vp - P-wave velocity [default value]

4.49
Vs - S-wave velocity [default value]

1000
'Deform Area X' [size of deformation area in X direction]

1000
'Deform Area Y' [size of deformation area in y direction]

-65.6953'Longitude'     [fault parameters]

19.4069
'Latitude'      [fault parameters]

100
'Length (km):'  [fault parameters]

50
'Width (km):'   [fault parameters]

20
'DIP (deg):'    [fault parameters]

90
'RAKE (deg):'   [fault parameters]

89.59
'STRIKE (deg):' [fault parameters]

1
'SLIP (m)'      [fault parameters]

5.0
'DEPTH (km):'   [fault parameters]


Figure 17 shows the initial sea surface deformation obtained from the input parameters given in Table 2. 

[image: image18.emf]


Figure 17 – Initial sea surface deformation for demonstration source supplied by PMEL.
Figure 18 shows the Maximum Envelope of Highest Waters (MEOHW - maximum elevation obtained at each computational cell irrespective of the time when it occurred) for the test run with initial deformation shown in Figure 17.
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Figure 18 - MEOHW output by MOST model for source shown in Figure 17.
Figure 19 shows a zoom of the MEOHW centered on the generation area. This MEOHW is identical to the one sent by PMEL, so we can conclude that the generation/propagation code is running correctly in our workstation.
[image: image20.emf]


Figure 19 – Zoom into Figure 18.
Tele-, or far-field, tsunamis: Test of MOST/Propagation Code Using One of the Many Lisbon 1755 Tsunami Sources
Since the test run used by PMEL is not considered a tele-tsunami, it was decided to further test the computational propagation grid by running one of the postulated scenarios for the 1755 great Lisbon earthquake and tsunami.  This corresponds to the scenario given by Barkan et al., supplied by M. Baptista in a PowerPoint presentation (personal communication, 2009). The fault parameters are given in Table 7 below.
Table 7: Fault Parameters for Barkan et al., 2008, Great Lisbon Earthquake Scenario

	Long°
	Lat°
	Depth of Center

Of Fault Plane (km)
	Average Slip

(m)
	Strike

(°)
	Dip

(°)
	Rake

(°)
	Width

(km)
	Rigidity

(Nm2)

	-10.753
	36.042
	30.7
	13.1
	345
	40
	90
	80
	45.10


The input parameters are given in Table 8.
Table 8 – Input parameters used for the source described in Table 3 of 1755 Lisbon tsunami.

	# Grid Name

Atlantic

# Grid axes version

20050825

# Location of bathymetry file

atlantic_all5.corr                                  ← name of the input gird A file, including path if necessary
# Input minimum depth for offshore (m) [depth threshold for propagation, vertical wall is set at this point]

20

# Input time step (sec) [time step based on CFL]

10

# Input amount of steps [total time for simulation based on 'input time step', 24 hours for this case]

3600

# Input number of steps between snapshots [output interval, multiple of 'input time step', every 1 minute for this case]

6

# ..Starting from [first output time frame, multiple of 'input time step', 1 minute for this case]

6

# Save output every n-th grid point [output grid is save every 4th node, 16 arc-minutes in both x and y directions]

4

# Input global b.c.s (1=global, 0=non-reentrant) [use default of 0 if grid is not global]

0

# Output filename prefix (e.g. s_2943_194_ha.nc, s_2943_194_ua.nc, s_2943_194_va.nc)

Lisbon_Barkan

# Source Zone Name

Lisbon

# Source Zone Code

at

# Source Column

b

# Source Row

50

# Source Version [versioning we used to keep track of revisions on the same unit source runs]

0

# Input number of fault-planes: [input the desired number of fault planes]

1

# x-integration [default value]

41

# y-integration [default value = 21]

21

# Vp - P-wave velocity [default value = 8.11]

8.11

# Vs - S-wave velocity [default value = 4.49]

4.49
# 'Deform Area Y' [size of deformation area in x direction]
500

# 'Deform Area Y' [size of deformation area in y direction]

500

# 'Longitude'     [fault paramters]

-10.753

# 'Latitude'      [fault paramters]

36.042

# 'Length (km):'  [fault paramters]

200

# 'Width (km):'   [fault paramters]

80

# 'DIP (deg):'    [fault paramters]

40

# 'RAKE (deg):'   [fault paramters]

90

# 'STRIKE (deg):' [fault paramters]

345

# 'SLIP (m)'      [fault paramters]

13.1

# 'DEPTH (km):'   [fault paramters]

30.7


Figures 20 and 21 show the initial sea surface deformation and the Maximum Envelope of Highest Water (MEOHW), respectively, that came out of the simulation. Figure 22 shows a zoom of Figure 21. As is typically done at PMEL, although the computations are carried out at the 4 min resolution of the input bathymetry grid, the output is stored at a resolution of 16 min.

[image: image21.emf]


Figure 20 – Initial sea surface deformation based on the fault parameters shown in Table 3.
The 4 arc minutes Atlantic-wide MOST/propagation computational grid was renamed atlantic_propo_A_4min.dat.
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Figure 21- MEOHW output by MOST model for source shown in Figure 20.
[image: image23.emf]


Figure 22 – Zoom of MEOHW shown in Figure 21.
Generation/Propagation Computational Grid for Regional Tsunamis
ETOPO-1 (Amante and Eakins, 2009) was used to obtain the MOST/Propagation grid (A) for regional tsunamis, and shown in Figure 23. The geographical extension of this grid had to cover the USGS-derived unit sources generated for NOAA’s Short-term Inundation Forecasting for Tsunamis (SIFT) project (see Figure 24) just in case it is desired to use those pre-computed results. This would be done by going to the address http://sift.pmel.noaa.gov/websift/ , and downloading the netcdf files for wave height, and zonal and meridional velocities. In this case there would be no need to run the propagation code, and just use these three files as input to the inundation code, as in the preparation of the SIM’s. 

The unit sources consist of rectangular-like deformations with the following characteristics:

a) Each one of the unit sources represents a tsunami due to an Mw = 7.5 earthquake

b) Fault plane width = 50 km

c)

Fault plane dip = 15°
d) 
Rake = 90°
e) 
Upper boundary of fault plane depth = 5 km
f) 

Slip = 1 m
The basic statistics for the regional tsunamis computational grid are shown in Table 9 below.
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Figure 23 - Propagation grid (A) for regional tsunamis. The grid resolution is 60 s. As discussed below, this grid will also be used as the propagation grid for local tsunamis. For reference, also shown is the outline of the geographical coverage of the grid A used for the FEMA project. Also as reference, the outlines of the nested grids A, B, and C for the inundation phase are also shown. 
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Figure 24 – Unit sources supplied by the USGS for the SIFT Project and used as regional sources for the Puerto Rico study.
Table 9: Grid Information for Regional Propagation Computational Grid A
	Grid Information: Propagation Grid for Regional & Local Tsunamis
Grid File Name: 
Caribbean_1min_etopo1.grd

Grid Size: 
1141 rows x 2101 columns

Total Nodes:
2397241

Grid Geometry

X Minimum:
-90°

X Maximum:
-54.999993°

X Spacing:
0.01666667° =  60 s ≈ 1800 m
Y Minimum:
6°

Y Maximum:
25.000004°

Y Spacing:
0.016666670175439° = 60 s ≈ 1800 m
Grid Statistics

Z Minimum:
-8497 m

Z Maximum:
5293 m
Δt = 6.05 s (use 5.5)


Regional Tsunamis: Test of MOST/Propagation using the 1991, El Limón, Costa Rica, tsunami

With the regional computational grid presented above we can compute our own scenarios without having to use the USGS unit sources. As a test, the April 22, 1991, Mw 7.7 El Limón, Costa Rica tsunamigenic earthquake was run. The source location was obtained from NGDC’s tsunami database, while the same input parameters are assumed similar to the unit sources from the USGS (for the lack of additional information). These are given in Table 10 below. Table 11 shows the input parameters used in the simulation.
Table 10 – Fault Parameters for the El Limón, Costa Rica, April 22, 1991, Tsunamigenic Earthquake

	Long°
	Lat°
	Depth of Center

Of Fault Plane (km)
	Average Slip

(m)
	Strike

(°)
	Dip

(°)
	Rake

(°)
	Width

(km)

	-83.073

= 276.927
	9.685
	5
	2
	120
	15
	90
	50


(NOTE: For a reason still unexplained, the longitude had to be given as 276.927° instead of as -83.073°)

Table 11 - input propagation parameters for mw 7.7 el Limón, Costa Rica, April 22, 1991, tsunamigenic earthquake

	# MOST Mode ( 0=location point already in MOST convention,  1=fault origin or epicenter location is in Aki-Richards convention)
1

# Grid Name

Caribbean_region

# Grid axes version

20050825

# Location of bathymetry file

regional_prop_A_60s.dat                     ← name of the input gird A file, including path if necessary
# Input minimum depth for offshore (m) [depth threshold for propagation, vertical wall is set at this point]

20

# Input time step (sec) [time step based on CFL]

5.0

# Input amount of steps [total time for simulation based on 'input time step', 8 hours for this case]

5760

# Input number of steps between snapshots [output interval, multiple of 'input time step', every 1 minute for this case]

6

# ..Starting from [first output time frame, multiple of 'input time step', 1 minute for this case]

1

# Save output every n-th grid point [output grid is save every 4th node, 16 arc-minutes in both x and y directions]

1

# Input global b.c.s (1=global, 0=non-reentrant) [use default of 0 if grid is not global]

0

# Output filename prefix (e.g. s_2943_194_ha.nc, s_2943_194_ua.nc, s_2943_194_va.nc)

Costa_Rica_El_Limon

# Source Zone Name

Costa_Rica_El_Limon

# Source Zone Code

ca

# Source Column

b

# Source Row

50

# Source Version [versioning we used to keep track of revisions on the same unit source runs]

0

# Input number of fault-planes: [input the desired number of fault planes]

1

# x-integration [default value]

41

# y-integration [default value = 21]

21

# Vp - P-wave velocity [default value = 8.11]

8.11

# Vs - S-wave velocity [default value = 4.49]

4.49
# 'Deform Area Y' [size of deformation area in x direction]
500

# 'Deform Area Y' [size of deformation area in y direction]

500

# 'Longitude'     [fault paramters]

276.927

# 'Latitude'      [fault paramters]

9.685

# 'Length (km):'  [fault paramters]

100

# 'Width (km):'   [fault paramters]

50

# 'DIP (deg):'    [fault paramters]

27.5

# 'RAKE (deg):'   [fault paramters]

90

# 'STRIKE (deg):' [fault paramters]

120

# 'SLIP (m)'      [fault paramters]

2.0

# 'DEPTH (km):'   [fault paramters]

5.


The simulation time was 8 hours.  Figures 25 and 26 show the initial deformation. Figures 27 and 28 show the MEOHW output by the model. It should be noticed how the wide, shallow, Nicaragua shelf practically stopped the wave, and how wave refraction kept the energy confined to the western Caribbean Sea basin.
A virtual buoy was placed at a depth of 205 meters just to the southwest of Cabo Rojo, Puerto Rico, (latitude = 18.4564, longitude = -67.1739) and Figure 29 shows the sea surface time history at that location.
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Figure 25 – Mw 7.7 El Limón, Costa Rica, April 22, 1991, tsunamigenic earthquake initial deformation.
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Figure 26 – Mw 7.7 El Limón, Costa Rica, April 22, 1991, tsunamigenic earthquake initial deformation.
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Figure 27 – Mw 7.7 El Limón, Costa Rica, April 22, 1991, tsunamigenic earthquake MEOHW.
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Figure 28 – Mw 7.7 El Limón, Costa Rica, April 22, 1991, tsunamigenic earthquake MEOHW.
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Figure 29 - Mw 7.7 El Limón, Costa Rica, April 22, 1991, tsunamigenic earthquake sea surface time history at virtual buoy located to the southwest of Cabo Rojo, Puerto Rico, in water depth of 205 m.
Generation/Propagation Computational Grid for Local Tsunamis

It was originally planned to use as the propagation grid A for local tsunamis a grid with identical geographical coverage as the one used in the FEMA project, and shown in Figure237. But the deformation algorithm used by the MOST/Propagation code has problems when the boundaries of the computational grid are close to the deformation area. In order to avoid this problem, it was decided to use as propagation grid A for local tsunamis the same one as for regional tsunamis, shown in Figure 23. The grid information is given in Table 8 above.

Although the regional propagation grid was tested above with the 1991 El Limón, Costa Rica, regional tsunami, it was decided to do an additional test now with a local tsunami, the 1918 Puerto Rico tsunami. The netcdf output file from this test will be given to the inundation version of MOST in order to produce the inundation map. Here we will also test for the first time the capability of MOST/Propagation to simulate initial sea surface deformations from multiple segments. The fault parameters will be taken identical to the ones given in Mercado and McCann (1998), and given in Table 12 below. The latitude and longitude positions in the table are the ones of the center of the down-dip side of the deformation rectangle, as required by the MOST program. The fault locations given in Mercado and McCann (1998) are of the ends of each segment. Plots of the deformation and MEOHW are given in Figures 30 and 31. Table 13 contains the input parameters used.
Table 12: Fault parameters for 1918 Puerto Rico tsunami (Mercado and McCann, 1998).

	Long°
	Lat°
	Depth of Center

Of Fault Plane (km)
	Average Slip

(m)
	Strike

(°)
	Dip

(°)
	Rake

(°)
	Width

(km)
	Length

(km)

	292.66
	19.00
	4.674
	4
	185
	85
	-95
	23
	13

	292.65
	18.88
	4.712
	4
	236
	34
	-146
	23
	4

	292.62
	18.86
	4.336
	4
	188
	82
	-98
	23
	31

	292.58
	18.58
	2.309
	4
	210
	60
	-120
	23
	18


Table 13 - Input propagation parameters for Mw 7.3 1918 Puerto Rico tsunami (this input file reflects a slight change made to the source code to account for possible differences in the meaning of the latitude/longitude input coordinates of each fault segment – see discussion below)
	# MOST Mode ( 0=location point already in MOST convention,  1=fault origin or epicenter location is in Aki-Richards convention)

1

# Grid Name

Caribbean_region

# Grid axes version

20050825

# Location of bathymetry file

Regional&local_prop_A_60s.dat

# Input minimum depth for offshore (m) [depth threshold for propagation, vertical wall is set at this point]

20

# Input time step (sec) [time step based on CFL]

5.0

# Input amount of steps [total time for simulation based on 'input time step', 8 hours for this case]

5760
# Input number of steps between snapshots [output interval, multiple of 'input time step', every 1 minute for this case]

6

# ..Starting from [first output time frame, multiple of 'input time step', 1 minute for this case]

1

# Save output every n-th grid point [output grid is save every 4th node, 16 arc-minutes in both x and y directions]

1

# Input global b.c.s (1=global, 0=non-reentrant) [use default of 0 if grid is not global]

0

# Output filename prefix (e.g. s_2943_194_ha.nc, s_2943_194_ua.nc, s_2943_194_va.nc)

Puerto_Rico_1918

# Source Zone Name

Puerto_Rico_1918

# Source Zone Code

ca

# Source Column

b

# Source Row

50

# Source Version [versioning we used to keep track of revisions on the same unit source runs]

0

# Input number of fault-planes: [input the desired number of fault planes]

4

############# FAULT-PLANE #1  ########################

# x-integration [default value]

41

# y-integration [default value = 21]

21

# Vp - P-wave velocity [default value = 8.11]

8.11

# Vs - S-wave velocity [default value = 4.49]

4.49

# 'Deform Area X' [size of deformation area in X direction]

500

# 'Deform Area Y' [size of deformation area in y direction]

500

# 'Longitude'     [fault paramters]

292.66

# 'Latitude'      [fault paramters]

19.0

# 'Length (km):'  [fault paramters]

13.0

# 'Width (km):'   [fault paramters]

23.0

# 'DIP (deg):'    [fault paramters]

85.0

# 'RAKE (deg):'   [fault paramters]

-95.0

# 'STRIKE (deg):' [fault paramters]

185.0

# 'SLIP (m)'      [fault paramters]

4.0

# 'DEPTH (km):'   [fault paramters]

4.674

############# FAULT-PLANE #2  ########################

# x-integration [default value]

41

# y-integration [default value = 21]

21

# Vp - P-wave velocity [default value = 8.11]

8.11

# Vs - S-wave velocity [default value = 4.49]

4.49

# 'Deform Area X' [size of deformation area in X direction]

500

# 'Deform Area Y' [size of deformation area in y direction]

500

# 'Longitude'     [fault paramters]

292.65

# 'Latitude'      [fault paramters]  

18.88

# 'Length (km):'  [fault paramters]

4.0

# 'Width (km):'   [fault paramters]

23.0

# 'DIP (deg):'    [fault paramters]

34.0

# 'RAKE (deg):'   [fault paramters]

-146.0

# 'STRIKE (deg):' [fault paramters]

236.0

# 'SLIP (m)'      [fault paramters]

4.0

# 'DEPTH (km):'   [fault paramters]

4.712

############# FAULT-PLANE #3  ########################

# x-integration [default value]

41

# y-integration [default value = 21]

21

# Vp - P-wave velocity [default value = 8.11]

8.11

# Vs - S-wave velocity [default value = 4.49]

4.49

# 'Deform Area X' [size of deformation area in X direction]

500

# 'Deform Area Y' [size of deformation area in y direction]

500

# 'Longitude'     [fault paramters]

292.62

# 'Latitude'      [fault paramters]

18.86

# 'Length (km):'  [fault paramters]

31.0

# 'Width (km):'   [fault paramters]

23.0

# 'DIP (deg):'    [fault paramters]

82.0

# 'RAKE (deg):'   [fault paramters]

-98.0

# 'STRIKE (deg):' [fault paramters]

188.0

# 'SLIP (m)'      [fault paramters]

4.0

# 'DEPTH (km):'   [fault paramters]

4.336

############# FAULT-PLANE #4  ########################

# x-integration [default value]

41

# y-integration [default value = 21]

21

# Vp - P-wave velocity [default value = 8.11]

8.11

# Vs - S-wave velocity [default value = 4.49]

4.49

# 'Deform Area X' [size of deformation area in X direction]

500

# 'Deform Area Y' [size of deformation area in y direction]

500

# 'Longitude'     [fault paramters]

292.58

# 'Latitude'      [fault paramters]

18.58

# 'Length (km):'  [fault paramters]

18.0

# 'Width (km):'   [fault paramters]

23.0

# 'DIP (deg):'    [fault paramters]

60.0

# 'RAKE (deg):'   [fault paramters]

-120.0

# 'STRIKE (deg):' [fault paramters]

210.0

# 'SLIP (m)'      [fault paramters]

4.0

# 'DEPTH (km):'   [fault paramters]

2.309


Figure 30 shows the initial sea surface deformation obtained from the Okada’s (1985) model used by MOST. Here we have modified the MOST algorithm in order to take into account the fact that we assume that the earthquake’s position follows the Aki-Richardson (1980) convention, while the position assumed by MOST is different (this is further discussed below). The tests for the Lisbon and Costa Rica tsunamis were done without making this correction.

Figure 31 shows the maximum elevations after 4 hours of simulation, while Figure 32 shows a sea surface elevation time history taken at longitude -67.2034° W, latitude 18.4394° N, at a water depth of 273 m.
[image: image31.emf]


Figure 30 – Initial deformation of the 1918 Puerto Rico tsunami as computed in the generation/propagation grid. The latitude/longitude coordinates for each fault plane have been assumed to follow the Aki-Richards (1980) convention (see discussion about this issue below). Green solid circle denotes the location where the time series in Figure 32 was obtained.
[image: image32.emf]


Figure 31 - MEOHW of the 1918 Puerto Rico tsunami after 4 hours of simulation as computed in the generation/propagation grid..
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Figure 32 – Sea surface elevation time history taken at longitude -67.1739° W, latitude 18.4564° N, at a water depth of 205 m.
To summarize, the MOST/propagation codes to be used are named as follows:

Table 14:

	Far-field tsunamis
	atlantic_prop_A_4min.dat ≈ 7200 m
Δt = 10 s

	Regional tsunamis
	regional&local_prop_A_60s_v2.dat ≈ 1800 m
Δt = 5.5 s

	Local tsunamis
	regional&local_prop_A_60s_v2.dat ≈ 1800 m
Δt = 5.5 s


II.D Summary of changes made to the MOST propagation code

Before continuing on with the inundation version of MOST, let’s give a brief summary of the changes made by us to the source code. 

1. As discussed above, a new input parameter was introduced, named MOST_mode which works as follows:   
             0 = location point already in MOST convention
             1 = fault origin or epicenter location is in Aki-Richards convention



This parameter is read as the first input parameter in the *.in file read by the source code. 

2. The new parameter is read in subroutine most_mode0.f90. From there on the program reads the rest of the input parameters as originally programmed. This subroutine is called inside most_db.f90, the main program.

3. If MOST_mode = 1 then subroutine origin_most.f90 is called that will compute the coordinates of the Location Point used by MOST. This subroutine is called inside deform.f90.
III. MOST Inundation Code

III.A. Execution of the inundation code
The execution of the MOST inundation code is more complicated than of the generation/propagation code, although there is an interface, called ComMit that helps in the execution of the inundation code. 

As we have seen above, the inundation computational grids for Grid C (where the inundation is carried out) have row and columns dimension numbers that surpass the values of 2000. For this reason we needed a MOST Inundation code whose array DIMENSION statements for the bathy/topo grids go above 2000. Dr. Edison Gica, NOAA/PMEL, supplied one source code version that went all the way to 3000. But changes had to be made to the source code in order to run it, specially using the Portland Group pgf90 Fortran compiler (this compiler has a switch that optimizes the executable for the AMD Opteron 64 bits CPU’s, making the executable run faster than the standard gfortran). These changes are:

· The SMALL MEMORY option was commented out to be sure that it is not used, allowing grid sizes larger than 800.

· Inside subroutine most3_facts_nc.f (or *.fpp) and bath_read.f the format for all read statements that read character strings from the input *.in file were changed from 

read(unit,’(a)’) 

to 

read(unit,*)

which required that all input alphanumeric  strings in the input file have to be enclosed between single quotes.

· The names of the propagation code output netcdf files, named ‘*_ha.nc’, ‘*_ua.nc’, and ‘*_va.nc’, which are given as input to the inundation code were expected in this code to be written as ‘*_h.nc’, ‘*_u.nc’, and ‘*_v.nc’. The source code of most3_facts_nc.f was modified by adding the character ‘a’ before the point in the name so that the propagation output files could be read without changing the names.

· The DIMENSION declaration statement for the variable inlen declares it as a vector of length 4. But in the main program it is attempted to fill it up to length 5. So the DIMENSION statement was changed from 4 to 5. This has to do with the fact that the netcdf output consists of 5 variables: LON, LAT, TIME, grid_LON, and grid_LAT.

· In subroutines swrun.f, swrun_lon.f, and swrun_lat.f the variables q1p and u1p had to be changed from 2000 to 3000.

· In subroutines swrun_lon.f and swrun_lat.f the DIMENSION statement of vector nend had to be changed from nend(500) to nend(0:500). This was due to the fact that nend is given the argument of ‘0’ at some moment.
To summarize, we must remember to enclose all character strings in the input file (*.in) in single quotes.

It should be remembered that if compiling with the generic gfortran, no changes are required, in which case the character strings in the *.in file are not enclosed between single quotes.

Steps in running the inundation code of MOST:
1. Compile the inundation code, where a Makefile as shown below can be used (the lines for the PGI FORTRAN compiler are open)
    Table 15:
	###########################################################

# Makefile for Most Tsunami Spliting (MOST) Model Program #

#                                                         #

# Now editting any *.f file will update the executable    #

# without re-compiling the whole code (also added target  #

# "clean").                                               #

#                                                         #

# If you add a new file, add "filename.o" to the OBJS var #

# (they are grouped by operation)                         #

#                                                         #

#                                                         #

# note: to compile on tgrid01-04 (32-bit machines),       #

#       replace all "64" with "32" in NETCDFINC and       #

#       NETCDFLIB (pgi will need "-Bstatic -tp p7" added  #

#       to FFLAGS                                         #

# note: added a C-preprocessor "cpp" directives, which    #

#       allows a switch for PGI (to catch TERM signal)    #

#       and a switch for SMALLMEM to make the default     #

#       array sizes smaller (default for operational)     #

#                                                         #

###########################################################

.SUFFIXES: .f .fpp

# tgrid machines portland group (operational)

FC          = pgf95

EXE         = most3_facts_nc_pgi_64

NETCDFINC   = /usr/local/netcdf_pgi/include

NETCDFLIB   = /usr/local/netcdf_pgi/lib -lnetcdf -lnetcdff

CPPFLAGS    = -DPGI

FFLAGS      = -O3 -O4 -fastsse -tp k8-64 -Mipa=fast -Minfo -Mbounds

# tgrid machines or Max OSX gnu77/gfortran

#FC          = g77

#EXE         = most3_facts_nc_g77_x86_64

#NETCDFINC   = /usr/local/netcdf-3.6.1-gcc64/include

#NETCDFLIB   = /usr/local/netcdf-3.6.1-gcc64/lib -lnetcdf

#CPPFLAGS    = -DSMALLMEM

##FFLAGS
    = -O2 -static -funroll-loops -fbounds-check -Wunused

#FFLAGS      = -O3 -static -funroll-loops 

# tgrid machines for 32-bit executable

#FC          = pgf95

#EXE         = most3_facts_nc_pgi_32

#NETCDFINC   = /usr/local/netcdf-3.6.1-pgi32/include

#NETCDFLIB   = /usr/local/netcdf-3.6.1-pgi32/lib -lnetcdf

#CPPFLAGS    = -DPGI -DSMALLMEM

#FFLAGS      = -O3 -Mipa=fast -Minfo -Bstatic -tp p7

# tgrid machines, using opendap

#FC          = f77                 # this doesn't seem to work?

#EXE         = most3_facts_nc_dods

#NETCDFINC   = /usr/local/include

#NETCDFLIB   = /usr/local/libdap-3.6.2-gcc64/lib -L/usr/local/libnc-dap-3.6.0-gcc64/lib -lnc-dap -ldap -lnc-dap -ldap -Wl,--rpath -Wl,/usr/local/libdap-3.6.2-gcc64/lib -Wl,--rpath -Wl,/usr/local/libnc-dap-3.6.0-gcc64/lib

#CPPFLAGS    = -DSMALLMEM

#FFLAGS      = -O3 -funroll-loops -fbounds-check

# windows

#FC = g77

#EXE = most3_facts_nc_g77.exe

#NETCDFINC = /usr/local/include

#NETCDFLIB = /usr/local/lib -lnetcdf

#CPPFLAGS    = -DSMALLMEM

#LDFLAGS    = -Wl,--stack=4096000

#FFLAGS
    = -O2 -static -funroll-loops -fbounds-check

#FFLAGS      = -O3 -static -funroll-loops -mno-cygwin

OBJS        =  \

most3_facts_nc.o \

bath_read.o indx.o indx_off.o remove_islands.o \

surf_write.o \

rgrd1.o rgrd2.o \

timestep.o timestep_n.o swlat_n.o swlon_n.o swrun.o bounds.o \

timestep_nr.o swrun_lat.o swrun_lon.o bounds_nr.o \

check_err.o check_var.o freadNC.o fgenNC.o read_recs.o write_recs.o \

max_value.o write_max.o max_slab.o save4restart.o read4restart.o sig_handler.o \

sift_create_max.o sift_create.o sift_read.o sift_save.o sift_save_max.o \

max_speed.o

.fpp.o:


cpp -P -traditional-cpp ${CPPFLAGS} $*.fpp > $*.f


${FC} ${FFLAGS} -I${NETCDFINC} -c $*.f -o $@


-rm -f $*.f

.f.o:


${FC} ${FFLAGS} -I${NETCDFINC} -c $< -o $@

${EXE}: ${OBJS}


$(FC) ${FFLAGS} ${LDFLAGS} ${OBJS} -L${NETCDFLIB} -o ${EXE}

clean:


-rm -f *.o *.oo *.ipo




2. Prepare the 3 computational (nested) grids (A, B, and C, where C is the one with the highest resolution, and A is the one with the minimum resolution. B is intermediate between A and C. The format of these 3 grids is the same as for the generation/propagation code. MOST is sensitive to very steep bathymetry/topography, to one node islands, and islands made of a single row/column of nodes. A Fortran program, bathcorr.f is supplied that will get rid of these problematic node arrangements, and it will smooth the bathymetry/topography. The program has a steepness parameter, varying between 0 and 1, that decides how much smoothing to apply. By the way, this parameter is somewhat related with the bathymetry steepness, but is not equal to it. A value of 0.5 is suggested in the MOST manual. The program will output to the screen a list of the node coordinates that were involved in the smoothing, and the new elevation value assigned to that node. At the end it will tell you the maximum computational time step allowed, based on the maximum water depth and computational cell size. The program should be run several times until the total number of smoothed node elevations is zero, or converges to a, hopefully, small value. It is these pre-processed grids that are given to MOST. 
In case you want to smooth just one sub-area of the computational grid (A, B, or C) you will need to do it with another program, since bathcorr.f will smooth the whole grid. A set of Surfer script files have been prepared that will allow the smoothing of just a sub-region of the grid.

3. The input parameter file must have the name most3_facts_nc.in. The file consists of the following parameters:
Table16: Input parameters for the MOST inundation code, supplied in file most3_facts_nc.in.
	0.0010
Minimum amp. of input offshore wave (m)

5.0
Minimum depth of offshore (m)

0.1
Dry land depth of inundation (m)

0.0009
Friction coefficient (n**2)

1
Let A-Grid and B-Grid run up

30.0
Max eta before blow-up (m)

0.15
Time step (sec)

48000
Total number of time steps in run (2 hrs)

40
Time steps between A-Grid computations

5  
Time steps between B-Grid computations

400
Time steps between output steps (60 s)

1
Time steps before saving first output step

1
Save output every n-th grid point

‘Grid_A_60s_inun.corrected’
‘Grid_B_9s_inun.corrected’
‘Grid_C_west_1s_inun.corrected’
‘../propagation/’
‘./’
1 1 1 1 Produce/Suppress netCDF output for grids (default: 1 1 1 0)

1       Number of time series locations

3 851 2252 time series index (grid number, i, j)


Here we go line by line describing the input parameters (the following is taken directly from a simple MOST manual prepared by PMEL/NOAA):
Line 1:

The first parameter in the input file is the minimum amplitude of the input offshore wave. This is the threshold value for MOST to start computing wave propagation. Once started, MOST will start reading the values of wave height stored in the source files output by the generation/propagation code and when a significant wave height exceeding the threshold value specified in the input file is read (that is, a wave height exceeding that value has entered the outer grid A), MOST will start the wave computation inside the area covered by the bathymetry grids. While this method of initiating the computation has the advantage of reducing execution time by delaying the initiation of the computation until the tsunami wave appears in the region of interest, special attention should be paid to the fact that substantial tsunami wave heights can be realized from small amplitude offshore tsunami waves. Consequently, small values of 1 mm like the one in the sample file above are generally necessary, since small offshore amplitudes become significant when the wave approaches the coastline.

Suggested value: 0.001

Line 2: 

The second parameter is the minimum depth for offshore calculations. This is the parameter that determines the boundary between water and dry land in the outer and medium grids. The boundary between water and dry land is shifted slightly from its actual location via this parameter to prevent the depth from becoming too small in case no runup is desired in grids A and B, and a perfect reflective boundary condition is implemented along this corrected shoreline. In some cases involving very large negative amplitude waves, the situation could arise in which the amplitude of the negative wave at the reflective boundary exceeds that of the local depth. The local sea floor will then be exposed causing, the depth not to have the required finite value and the code may go unstable. In such situations, identified by the appearance of NaN values in extensive regions of the solution in grids “A” and “B” the value for this parameter should be increased. 
In the latest version of MOST, this problem can be avoided by allowing runup to be calculated in grids “A” and “B” if so desired (see Line 5). In case no runup is to be computed in Grids A and B a value of 10 m is, typically, a good estimate for this parameter. It should be understood that in case runup in “A” and “B” is desired the runup algorithm is implemented up to the depth given in this line (where a vertical, perfectively reflective, wall is located), and the computational cell can become dry with no problem since the runup algorithm allows it. A positive value implies that the wall lies in water, while a negative value implies that the wall lies inland.

Line 3: 

The third parameter is the "dry land" depth for inundation. It determines the threshold value for the inundation algorithm to be implemented. A typical value for this parameter is 0.1 meters.

Line 4:
The next parameter in the input file is the Input friction coefficient (n**2). A value of 0 is typically assigned to this parameter, but the code might become unstable. To avoid this then this value should be increased. A value found to give good runup results in Hawaii is 0.0009.
Line 5:
A value of 0 implies no runup calculations in Grids A and B, while a value of 1 allows for runup calculations in both grids. Note that if set to 0 then the value in Line 2 has to be positive (seaward of MSL shoreline) and sufficiently large so that there is no possibility for computational cells to become dry. Physically, by using a value of 0 the Non-Linear Shallow Water Equations (with no runup) are used to make computations up to that depth.
Line 6: 

The value given here is the maximum wave height at which execution stops, in meters.
Line 7:

This parameter is the time step, in seconds, for the computation in the inner and finer grid, “C”. Here the value calculated by the bathymetry correction tool bath_corr.f, compliant with the CFL condition, could be used. Or the Matlab program cfl.m. In practice a slightly smaller value is employed to ensure the calculations do not teeter on the verge of instability.

Line 8:
This entry indicates the total amount of steps the user wants the solution to be computed in the inner grid “C”. The total simulation time will be the total number of steps multiplied by the time step of grid “C”. The simulation will start to run from the moment the incoming wave is sensed by MOST to exceed the amplitude threshold value. For example, if Line 7 is 0.43 sec/step, and the number of steps given in this line is 50000, then the simulation time is 0.43 s/step * 50000 steps = 21,500 sec = 358.33 minutes = 5.97 hours of simulation time. Note that this is different than the CPU, or execution, time.

Line 9:
This parameter is the number of time steps (given in Line 7) the solution has to advance in the “C” grid, before it is computed in the outer “A” grid. After running the bathymetry correction tool on all three grids, a different time step is provided for each one. Typically the smallest time step will be associated with the finest grid “C”. If the time step associated with grid “A” is at least an integer number of times larger than dtc for grid “C”, there is no need to compute the solution in grid “A” every time the solution in grid “C” gets computed. In general, if time step for grid “A”, dta is at least n times that for grid “C” the solution in grid “A” only needs to be computed every n times the solution in grid “C” is advanced. 

For example, assume that after running bathcorr3.f, or cfl.m, ∆tC comes out as 0.5095 s, ∆tB comes out as 0.9248 s, and ∆tA comes out as 3.177 s. A good rule-of-thumb used by some modelers is to take 80% of the maximum allowed by the CFL condition. Now 2 ∆tC = 1.019 which is larger than ∆tB, but for Grid A we have no problem since, say, 3 ∆tC = 1.5285, and 4 ∆tC = 2.038 both of which are smaller than ∆tA by a good margin. That is, we have no problem satisfying the condition on Grid A, since we can use a few steps and we can certainly satisfy the CFL condition in this grid by a good margin. But it is the CFL condition on Grid B which is not being satisfied by a reliable margin, since we cannot use an integer value smaller than 2. So we have to decrease ∆tC sufficiently so that integers of it come out less than ∆tB and ∆tA. Say we decrease ∆tC to 0.46. Two times ∆tC now gives 0.9200, which is smaller than ∆tB = 0.9248 (but not much smaller, which is not recommended (again, there is no problem with satisfying ∆tA). So we should reduce ∆tC  even further. We next decrease ∆tC to 0.45. Now 2 ∆tC = 0.90 (smaller than ∆tB = 0.9248, but again, not much smaller). Change ∆tC to 0.44; now 2 ∆tC = 0.88 (smaller than ∆tB = 0.9248, but not much smaller). We can go on, and on, but it looks as if a good value for ∆tC is 0.43, so that 2 ∆tC = 0.86 (93% of ∆tB = 0.9248), and 6 ∆tC = 2.58 (81% of ∆tA = 3.177). Note we could use for Grid A a time step of 7, and 7 ∆tC = 3.01 < ∆tA = 3.177, but it would be too close. Hence, by this choice in this line, the solution in Grid A is advanced (i.e., computed) every 6 times the solution in Grid C is computed (that is, when 6 time steps in Grid C are computed then 1 time step in Grid A will be computed). So one must make sure here that ∆tC * n < ∆tA by some given percentage. Sometimes changes are made to grid C resulting in a ∆tC > ∆tB. In this case you can use ∆tB as the time step.

Line 10:

This parameter is the number of time steps the solution has to advance in the “C” grid, before it is computed in the outer “B” grid. The same explanation given above for grid “A” applies to grid “B” by replacing ∆tA with ∆tB. See discussion above. If we choose for this parameter the value of 2 then 2 ∆tC = 0.86, which is smaller than ∆tB = 0.9248. Hence, by this choice in this line, the solution in Grid B is advanced (i.e., computed) every 2 times the solution in Grid C is computed. So one must make sure here that ∆tC * n < ∆tB by some given percentage.

Line 11:

Input number of steps between snapshots. Has to be a multiple of the integer values given in Lines 9 and 10. The computed solution is stored periodically in output files (one for each grid) in netcdf format. How often in time the solution gets saved is determined by this parameter. Based on the example in Line 9 above, if this value is set to 96 then the Grid C output (or snapshots), and the same for the snapshots for Grids A and B, will be saved every 96∆tC = 96*0.43 s = 41.28 s = = 0.688 min = 0.011467 hours. That is, the solution should advance 96 time steps in the “C” grid before being saved to its output netcdf file. The time between snapshots for Grids A, B, and C have to coincide. 

Say we want to save snapshots close to every 60 sec. Then naming the parameter on this line as NstepSnap, we want that NstepSnap x ∆tC = 60. But we must also satisfy that NstepSnap x ∆tC has to be divisible by NstepA and NstepB, where NstepA is input in Line 9, and NstepB in Line 10. So we must have the following:



NstepSnap x ∆tC = Integer_1 x NstepA = Integer_2 x NstepB.
Line 12:
This parameter indicates how many time steps should be computed before the output file starts being written. At times the user may not be interested in the early stages of the solution, for instance when the wave hits the shoreline, consequently one may not need to store the wave solution during the very early stages. This parameter allows the user to skip the initial part of the run keeping the size of the output file more manageable. If a value of 1 is assigned to this parameter it indicates that the solution will start being saved after the first computed time step. The full solution will be stored.

Line 13:

The following parameter controls the resolution of the output file by specifying the density of nodes in the solution grid that is stored in the output files. Sometimes the level of resolution necessary for an accurate calculation is not needed in the analysis of the solution. In this case, the output files can be “sub-sampled” by determining how many spatial nodes can be skipped when saving the solution to file.

Line 14:

This line contains the name of the bathymetry grid “A”. Note that it is enclosed inside single quotes.
Line 15:

This line contains the name of the bathymetry grid “B”. Note that it is enclosed inside single quotes.
Line 16:

This line contains the name of the bathymetry grid “C”. Note that it is enclosed inside single quotes.
Line 17:

Absolute path to source files (that is, the files output by the generation/propagation code which the inundation code is going to read). Just the path. Note that it is enclosed inside single quotes.
Example: 

‘/home/amercado/diego/mayaguez/event/’ (note this is in the case when we are using a Linux machine)
NOTE: In the source code the string supplying this absolute path is stored in a variable named ‘durl’. This variable is used as follows:

durl//2nd command line argument//’h.nc’

durl//2nd command line argument//’u.nc’

durl//2nd command line argument//’v.nc’
(below we will explain what is the 2nd command line argument)
Line 18:

Absolute path to where to write output netCDF files. Just the path. Note that it is enclosed inside single quotes.
Example: 

‘/home/amercado/diego/mayaguez/event/’
NOTE: In the source code the string supplying this absolute path is stored in a variable named ‘durl’ (the same as in line 17 above). This variable is used as follows:

durl//1st  command line argument//’_runupC_ha.nc’

durl//1st  command line argument//’_runupC_ua.nc’

durl//1st  command line argument//’_runupC_va.nc’

durl//1st  command line argument//’_runupB_ha.nc’

durl//1st  command line argument//’_runupB_ua.nc’

durl//1st  command line argument//’_runupB_va.nc’

durl//1st  command line argument//’_runupA_ha.nc’

durl//1st  command line argument//’_runupA_ua.nc’

durl//1st  command line argument//’_runupA_va.nc’
Line 19:

This line is new, appearing in V.2 of the inundation code of MOST. Four integer values are given, where

First integer: 

1 if we want output for Grid A, 0 if not

Second integer: 
1 if we want output for Grid B, 0 if not

Third integer: 

1 if we want output for Grid C, 0 if not

Fourth integer: 
1 if we want output of a new file, called ‘*_sift.nc’ (where * is a place holder for a        string obtained from elsewhere). Below we will explain what all these files contain.

Line 20:

The integer appearing in this line tells at how many locations we want to output time histories.

Line 21:

grid_number
I
 J

In this line we tell the code for which grid (A, B, C) Line 20 above applies, and also gives the column/row values (I,J) of the location where the time histories are taken. There should be as many of this line as the integer value appearing in Line 20. These time series are stored in the file ‘*_sift.nc’.
The command to run the inundation code (typed at the folder where the executable resides) is as follows:

./most_executable_name  


input_1


input_2


input_3


input_4
where

input_1 = commom_prefix_of_output_filename

input_2 = commom_prefix _of_source_filename

input_3 = absolute path to directory where the 3 bathymetry input files and most3_facts_nc.in reside, and where output_input_1.lis is written.
Input_4 = input_3
Then, in the path given by the 18th line of most3_facts_nc.in, ten (10) output netcdf files will be written, and named as follows:

‘input_1’_runupA_ha.nc
‘input_1’_runupA_ua.nc
‘input_1’_runupA_va.nc
‘input_1’_runupB_ha.nc

‘input_1’_runupB_ua.nc
‘input_1’_runupB_va.nc
‘input_1’_runupC_ha.nc
‘input_1’_runupC_ua.nc
‘input_1’_runupC_va.nc
‘input_1’_sift.nc

At the same time, MOST expects that the 3 (pre-computed) sources stored in the path given by Line 17 of most3_facts_nc.in have the name (NOTE that we need to supply the underscore if we want to have one):

‘input_2’ha.nc

‘input_2’ua.nc

‘input_2’va.nc
The execution command can be written in a script file and executed as follows:

>sh script_file_name
Output from the MOST inundation code

We have already seen the structure of the three netcdf files output by the generation/propagation code. We will now see the structure of the output netcdf files written by the inundation code.

Table 17: Structure of the ‘*_ha.nc’ file.

	ans =

    NetCDF_Variable: 'LON'

            itsType: 'double'

      itsDimensions: 'LON'

         itsLengths: 2709

     itsOrientation: 1

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 2

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'LAT'

            itsType: 'double'

      itsDimensions: 'LAT'

         itsLengths: 2729

     itsOrientation: 1

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 2

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'TIME'

            itsType: 'double'

      itsDimensions: 'TIME'

         itsLengths: 120

     itsOrientation: 1

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 1

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'HA'                                  ← wave height snapshots at times given by the above variable ‘TIME’

            itsType: 'float'

      itsDimensions: 'TIME, LAT, LON'

         itsLengths: [120 2729 2709]

     itsOrientation: [1 2 3]

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 5

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0


The U and V velocity files are the same, but instead of the variable ‘HA” they will have the variable ‘UA” and ‘VA”, respectively. This internal file structure does not vary from grids A, B, or C. From these files we can make movies of the wave height, U-velocity, or V-velocity. We can also get a plot of the MOM. Finally, we can also obtain time histories at given lat/lon locations. Later on we show Matlab m files that will do this.

It is important to notice, by comparing Table 17 with Table 3, that though the internal structure of the output netcdf files from the generation/propagation and inundation codes are the same, the variables (‘lon’, ‘lat’, ‘time’, ‘ha’, ‘ua’, and ‘va’) in the generation/propagation output netcdf file are written in lowercase, while in the inundation code they are written in uppercase (‘LON’, ‘LAT’, ‘TIME’, ‘HA’, ‘UA’, and ‘VA’). Hence, if these files are read using Matlab this has to be taken into consideration.

An ncdump of the wave height file produces the following information:

Table 18:
	>> ncdump('west_1918_runupC_ha.nc')

%% ncdump('west_1918_runup_ha.nc')   %% Generated 10-Feb-2010 08:42:46

nc = netcdf('west_1918_runup_ha.nc', 'noclobber');

if isempty(nc), return, end

%% Global attributes:

nc.history = ncchar(''MOST v2.5    Rev: 912    1-08-2010  20:21:27'');

Warning: Out of range or non-integer values truncated during conversion to character. 

nc.title = ncchar(''MOST tsunami propagation model output\0\0\0\0\0\0\0\0\0\0\0\0\0\0=?\0\0\0\0\0\0=?\0\0\00\0\0=?\0\0\00\0\0=?\0\0\0\0\0\0\0\0\0\0\0
\0\0\0\0\0\0\0\0\0
>?\0\0\0\0\0
>?\0\0\0x\0
>?\0\0\0\0 
>?\0\0\0\0\0
\0\0\0\0\0(\0`<?\0\0\0\0\0\0\0\0\0\0\0\0
H\0\0+\0\0\0I​\0\0+\0\07|`<?\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0 >?\0\0\0\0 (>?\0\0\0H
(>?\0\0\0H
(>?\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0\0
\0\0\0\0\0\0\0\00'');

%% Dimensions:

nc('LON') = 2709;

nc('LAT') = 2729;

nc('TIME') = 120; %% (record dimension)

%% Variables and attributes:

nc{'LON'} = ncdouble('LON'); %% 2709 elements.

nc{'LON'}.units = ncchar(''degrees_east'');

nc{'LON'}.point_spacing = ncchar(''even'');

nc{'LAT'} = ncdouble('LAT'); %% 2729 elements.

nc{'LAT'}.units = ncchar(''degrees_north'');

nc{'LAT'}.point_spacing = ncchar(''even'');

nc{'TIME'} = ncdouble('TIME'); %% 120 elements.

nc{'TIME'}.units = ncchar(''SECONDS'');

nc{'HA'} = ncfloat('TIME', 'LAT', 'LON'); %% 887143320 elements.

nc{'HA'}.long_name = ncchar(''Wave Amplitude'');

nc{'HA'}.units = ncchar(''CENTIMETERS'');

nc{'HA'}.missing_value = ncfloat(-9.99999979021477e+33);

nc{'HA'}.FillValue_ = ncfloat(-9.99999979021477e+33);

nc{'HA'}.history = ncchar(''MOST inundation run'');

endef(nc)

close(nc)

>>


But it has been mentioned above that the new version of MOST inundation will also output a ‘_sift.nc’ file. The internal structure of this file is given below.

Table 19: Internal structure of the ‘*_sift.nc’ files.

	          NetCDF_File: '/home/josenuny/Documents/TESTS_MOST/tsunami_1918_PR/test/west_1918_sift.nc'

          nDimensions: 8

           nVariables: 16

    nGlobalAttributes: 0

      RecordDimension: 'TIME'

             nRecords: 120

           Permission: 'nowrite'

           DefineMode: 'data'

             FillMode: 'fill'

           MaxNameLen: 0

ans =

    NetCDF_Variable: 'TIME'

            itsType: 'double'

      itsDimensions: 'TIME'

         itsLengths: 120

     itsOrientation: 1

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 0

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'tslat'

            itsType: 'double'

      itsDimensions: 'NUMTS'

         itsLengths: 1

     itsOrientation: 1

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 0

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'tslon'

            itsType: 'double'

      itsDimensions: 'NUMTS'

         itsLengths: 1

     itsOrientation: 1

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 0

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'ts'

            itsType: 'float'

      itsDimensions: 'TIME, NUMTS'

         itsLengths: [120 1]

     itsOrientation: [1 2]

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 2

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'lona'                               ← longitudes of Grid A  
            itsType: 'double'

      itsDimensions: 'lona'

         itsLengths: 301

     itsOrientation: 1

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 1

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

 ans =

    NetCDF_Variable: 'lata'                              ← latitudes of Grid A
            itsType: 'double'

      itsDimensions: 'lata'

         itsLengths: 241

     itsOrientation: 1

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 1

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'max_amp_a'               ← MOM of wave height for Grid A
            itsType: 'float'

      itsDimensions: 'lata, lona'

         itsLengths: [241 301]

     itsOrientation: [1 2]

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 4

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

 ans =

    NetCDF_Variable: 'max_speed_a'              ← MOM of current speed for Grid A
            itsType: 'float'

      itsDimensions: 'lata, lona'

         itsLengths: [241 301]

     itsOrientation: [1 2]

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 4

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'lonb'                               ← longitudes of Grid B
            itsType: 'double'

      itsDimensions: 'lonb'

         itsLengths: 1200

     itsOrientation: 1

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 1

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'latb'                                ← latitudes of Grid B
            itsType: 'double'

      itsDimensions: 'latb'

         itsLengths: 800

     itsOrientation: 1

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 1

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'max_amp_b'                  ← MOM of wave height for Grid B
            itsType: 'float'

      itsDimensions: 'latb, lonb'

         itsLengths: [800 1200]

     itsOrientation: [1 2]

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 4

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'max_speed_b'              ← MOM of current speed for Grid B
            itsType: 'float'

      itsDimensions: 'latb, lonb'

         itsLengths: [800 1200]

     itsOrientation: [1 2]

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 4

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'lonc'                               ← longitudes of Grid C
            itsType: 'double'

      itsDimensions: 'lonc'

         itsLengths: 2709

     itsOrientation: 1

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 1

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'latc'                             ← latitudes of Grid C
            itsType: 'double'

      itsDimensions: 'latc'

         itsLengths: 2729

     itsOrientation: 1

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 1

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'max_amp_c'              ← MOM of wave height for Grid C
            itsType: 'float'

      itsDimensions: 'latc, lonc'

         itsLengths: [2729 2709]

     itsOrientation: [1 2]

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 4

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0

ans =

    NetCDF_Variable: 'max_speed_c'              ← MOM of current speed for Grid C
            itsType: 'float'

      itsDimensions: 'latc, lonc'

         itsLengths: [2729 2709]

     itsOrientation: [1 2]

            itsVars: {}

         itsSrcsubs: {}

         itsDstsubs: {}

        nAttributes: 4

    itIsAutoscaling: 0

     itIsAutoNaNing: 0

       itIsUnsigned: 0

          itIsQuick: 0


Table 20: An ncdump of the ‘*_sift.nc’ file gives the information shown below.

	>> ncdump('west_1918_sift.nc')

%% ncdump('west_1918_sift.nc')   %% Generated 10-Feb-2010 08:46:34

nc = netcdf('west_1918_sift.nc', 'noclobber');

if isempty(nc), return, end

%% Global attributes:

%% (none)

%% Dimensions:

nc('NUMTS') = 1;

nc('TIME') = 120; %% (record dimension)

nc('lona') = 301;

nc('lata') = 241;

nc('lonb') = 1200;

nc('latb') = 800;

nc('lonc') = 2709;

nc('latc') = 2729;

%% Variables and attributes:

nc{'TIME'} = ncdouble('TIME'); %% 120 elements.

nc{'tslat'} = ncdouble('NUMTS'); %% 1 element.

nc{'tslon'} = ncdouble('NUMTS'); %% 1 element.

nc{'ts'} = ncfloat('TIME', 'NUMTS'); %% 120 elements.

nc{'ts'}.long_name = ncchar(''Wave Amplitude'');

nc{'ts'}.units = ncchar(''CENTIMETERS'');

nc{'lona'} = ncdouble('lona'); %% 301 elements.

nc{'lona'}.units = ncchar(''degrees_east'');

nc{'lata'} = ncdouble('lata'); %% 241 elements.

nc{'lata'}.units = ncchar(''degrees_north'');

nc{'max_amp_a'} = ncfloat('lata', 'lona'); %% 72541 elements.

nc{'max_amp_a'}.long_name = ncchar(''Maximum Wave Amplitude'');

nc{'max_amp_a'}.units = ncchar(''CENTIMETERS'');

nc{'max_amp_a'}.missing_value = ncfloat(-9.99999979021477e+33);

nc{'max_amp_a'}.FillValue_ = ncfloat(-9.99999979021477e+33);

nc{'max_speed_a'} = ncfloat('lata', 'lona'); %% 72541 elements.

nc{'max_speed_a'}.long_name = ncchar(''Maximum Current Speed'');

nc{'max_speed_a'}.units = ncchar(''CENTIMETERS/SECOND'');

nc{'max_speed_a'}.missing_value = ncfloat(-9.99999979021477e+33);

nc{'max_speed_a'}.FillValue_ = ncfloat(-9.99999979021477e+33);

nc{'lonb'} = ncdouble('lonb'); %% 1200 elements.

nc{'lonb'}.units = ncchar(''degrees_east'');

nc{'latb'} = ncdouble('latb'); %% 800 elements.

nc{'latb'}.units = ncchar(''degrees_north'');

nc{'max_amp_b'} = ncfloat('latb', 'lonb'); %% 960000 elements.

nc{'max_amp_b'}.long_name = ncchar(''Maximum Wave Amplitude'');

nc{'max_amp_b'}.units = ncchar(''CENTIMETERS'');

nc{'max_amp_b'}.missing_value = ncfloat(-9.99999979021477e+33);

nc{'max_amp_b'}.FillValue_ = ncfloat(-9.99999979021477e+33);

nc{'max_speed_b'} = ncfloat('latb', 'lonb'); %% 960000 elements.

nc{'max_speed_b'}.long_name = ncchar(''Maximum Current Speed'');

nc{'max_speed_b'}.units = ncchar(''CENTIMETERS/SECOND'');

nc{'max_speed_b'}.missing_value = ncfloat(-9.99999979021477e+33);

nc{'max_speed_b'}.FillValue_ = ncfloat(-9.99999979021477e+33);

nc{'lonc'} = ncdouble('lonc'); %% 2709 elements.

nc{'lonc'}.units = ncchar(''degrees_east'');

nc{'latc'} = ncdouble('latc'); %% 2729 elements.

nc{'latc'}.units = ncchar(''degrees_north'');

nc{'max_amp_c'} = ncfloat('latc', 'lonc'); %% 7392861 elements.

nc{'max_amp_c'}.long_name = ncchar(''Maximum Wave Amplitude'');

nc{'max_amp_c'}.units = ncchar(''CENTIMETERS'');

nc{'max_amp_c'}.missing_value = ncfloat(-9.99999979021477e+33);

nc{'max_amp_c'}.FillValue_ = ncfloat(-9.99999979021477e+33);

nc{'max_speed_c'} = ncfloat('latc', 'lonc'); %% 7392861 elements.

nc{'max_speed_c'}.long_name = ncchar(''Maximum Current Speed'');

nc{'max_speed_c'}.units = ncchar(''CENTIMETERS/SECOND'');

nc{'max_speed_c'}.missing_value = ncfloat(-9.99999979021477e+33);

nc{'max_speed_c'}.FillValue_ = ncfloat(-9.99999979021477e+33);

endef(nc)

close(nc)


The inundation code will also output (to the same directory where the executable and the most3_facts_nc.in files reside) a file named .lis. &&& *_restart..nc. 

The inundation code also outputs a file ‘input_1’.lis that basically echoes what is read from most3_facts_nc.in. An example is given below in Table 21.

Table 21: Sample output file ‘input_1’.lis .

	MOST v2.5    $Rev: 912 $   1-08-2010  20:27:06

 Site:  west_1918

 Input prefix:  Puert

 Input Directory:  ./

 Read Computational parameters from run directory: ./most3_facts_nc.in

  Minimum amplitude of input offshore wave (m):  1.000000000000000E-003

  Input minimum depth for offshore (m):    5.00000000000000     

  Input "dry land" depth for inundation (m):   0.100000000000000     

  Input friction coefficient (n**2):   9.000000000000000E-004

  Input runup switch (0 - runup only in gridC, 1 - runupin all grids):            1

  Max allowed eta (m):    30.00000    

  Input time step (sec):   0.150000000000000     

  Input amount of steps:        48000

  Compute "A" arrays every n-th time step, n=          40

  Compute "B" arrays every n-th time step, n=           5

  Input number of steps between snapshots (should be a multiple of A,B and C time steps) :          400

  ...Starting from:            1

  ...Saving grid every n-th node, n=           1

 Reading Bathymetry

   1-ST LEVEL:

  Bathymetry: Grid_A_60s_inun.corrected

 Reading MOST formatted bathymetry file

   2-ND LEVEL:

  Bathymetry: Grid_B_9s_inun.corrected

 Reading MOST formatted bathymetry file

   3-RD LEVEL:

  Bathymetry: Grid_C_west_1s_inun.corrected

 Reading MOST formatted bathymetry file

  DODS URL: ../propagation/

  output directory:  ./

  Produce/Suppress netCDF output for grids

 A-grid B-grid C-grid Sift-file (default, 1 1 1 0):            1           1           1           1

 number of timeseries locations:            1

 grid:            3  i:          851  j:          478

  Done with input file ./most3_facts_nc.in                                                                                                     

  Input FACTS files:

 zonal U:  ../propagation/Puerto_Rico_1918_Grid_A_Caribbean_ua.n

          UA/ua variable id:           5  name: ua

 meridial V:  ../propagation/Puerto_Rico_1918_Grid_A_Caribbean_va.n

          VA/va variable id:           5  name: va

 amplitudes H:  ../propagation/Puerto_Rico_1918_Grid_A_Caribbean_ha.n

          HA/ha variable id:           9  name: ha

 maxx:  -0.976314961910248              323         535

 defmax:   1.275140792131424E-003

  deformation over threshold, deforming bathies

 size of input array:         526         286         601

  Longitude:   270.000000000000       to   305.000007000000     

   Latitude:   6.00000000000000       to   25.0000040000000     

       Time:   0.00000000000000       to   21570.0000000000     

 .

 restart data file: ./west_1918_restart.nc

 file not found, no restart

 .

 NetCDF array size for grid C:         2709        2729

 NetCDF array size for grid B:         1200         800

 NetCDF array size for grid A:          301         241

netCDF output: ./west_1918_runup_ha.nc

netCDF output: ./west_1918_runup_ua.nc

netCDF output: ./west_1918_runup_va.nc

netCDF output: ./west_1918_runupB_ha.nc

netCDF output: ./west_1918_runupB_ua.nc

netCDF output: ./west_1918_runupB_va.nc

netCDF output: ./west_1918_runupA_ha.nc

netCDF output: ./west_1918_runupA_ua.nc

netCDF output: ./west_1918_runupA_va.nc

netCDF output: ./west_1918_sift.nc

  netCDF initialization complete

 incoming wave max amp on A-Grid boundary:    149.299362182617     

 setting threshold to 1% of max amp:    1.49299358845516     

 input           2  wave detected at   6.00000000000000       amp:  -1.56628262996674      cm at    292.000004400000       ,    18.5333359719298     

 Initial surface is read at t=   6.00000000000000     

 Output time step           1   6.15000000000000       sec

 Max/Min elevation in grid C are:   0.00000000 /  0.00000000

 Max/Min elevation in grid B are:   0.00000000 /  0.00000000

 Max/Min elevation in grid A are:   0.00000000 /  0.00000000

 Output time step          11   606.149999999954       sec

 Max/Min elevation in grid C are:   4.57404277 / -4.90185708

 Max/Min elevation in grid B are:   3.25106618 / -4.43046791

 Max/Min elevation in grid A are:   1.36669740 / -1.69626924

 Output time step          21   1206.15000000000       sec

 Max/Min elevation in grid C are:   7.73973848 / -4.15210627

 Max/Min elevation in grid B are:   2.66395223 / -3.15751298

 Max/Min elevation in grid A are:   1.71768334 / -0.99277370

 Output time step          31   1806.15000000036       sec

 Max/Min elevation in grid C are:   6.33931682 / -4.38174137

 Max/Min elevation in grid B are:   2.34016571 / -2.66167444

 Max/Min elevation in grid A are:   1.55074739 / -0.98149193

 Output time step          41   2406.15000000073       sec

 Max/Min elevation in grid C are:   6.33931682 / -2.29922806

 Max/Min elevation in grid B are:   2.45007532 / -2.20079313

 Max/Min elevation in grid A are:   0.70789672 / -1.38225676

 Output time step          51   3006.15000000109       sec

 Max/Min elevation in grid C are:   6.33931682 / -3.08066904

 Max/Min elevation in grid B are:   2.04299628 / -1.77662936

 Max/Min elevation in grid A are:   1.23667782 / -0.78064439

 Output time step          61   3606.15000000146       sec

 Max/Min elevation in grid C are:   6.33931682 / -2.88151868

 Max/Min elevation in grid B are:   1.43434428 / -1.26815496

 Max/Min elevation in grid A are:   0.91817888 / -1.07661437

 Output time step          71   4206.15000000149       sec

 Max/Min elevation in grid C are:   6.33931682 / -1.37481779

 Max/Min elevation in grid B are:   1.37467809 / -1.41715178

 Max/Min elevation in grid A are:   1.14279129 / -0.76894473

 Output time step          81   4806.15000000003       sec

 Max/Min elevation in grid C are:   6.33931682 / -2.09432803

 Max/Min elevation in grid B are:   2.60236570 / -1.32460454

 Max/Min elevation in grid A are:   0.78449346 / -1.06397989

 Output time step          91   5406.14999999858       sec

 Max/Min elevation in grid C are:   6.33931682 / -1.58148083

 Max/Min elevation in grid B are:   1.42494961 / -1.69812013

 Max/Min elevation in grid A are:   1.05856873 / -0.75805102

 Output time step         101   6006.14999999712       sec

 Max/Min elevation in grid C are:   6.33931682 / -2.27107888

 Max/Min elevation in grid B are:   1.38195275 / -1.26905839

 Max/Min elevation in grid A are:   0.81566040 / -0.93354209

 Output time step         111   6606.14999999566       sec

 Max/Min elevation in grid C are:   6.33931682 / -2.10702312

 Max/Min elevation in grid B are:   1.12283013 / -1.66867328

 Max/Min elevation in grid A are:   0.77639611 / -0.73644650

  saving restart file

MOST v2.5    $Rev: 912 $   1-12-2010  16:05:01

  elapsed secs:   327074.5     , user:   326880.2     , sys:   194.3764    

  clock sec:      329875 , minutes:   5497.917    

  Run finished


It should finally be mentioned that this version of the inundation code (V2) has a “hotstart” capability, implying that if it is stopped due to any reason it will look for a restart file as the first option once it is executed again.
III.B MOST/Inundation Grids
The MOST/Propagation code netcdf output files (for the wave height, U and V velocity components), are given as input to the MOST/Inundation code in order to compute the inland inundation in the inner, highest-resolution, Grid C. We will now develop the three inundation grids. The nomenclature is that the outer, lowest resolution, one is called Grid A. The middle, intermediate resolution, one is called Grid B. And the inner, highest resolution, one is called Grid C.  They consist of three nested grids.
In the preparation of these grids we will make use of a 1 second resolution Digital Elevation Model (DEM) prepared by the National Geophysical Data Center (NGDC) for the preparation of the Puerto Rico Short-term Inundation Models (SIM). 
Grid A:

As grid A for the inundation phase modeling in this study we will crop the 1-min regional propagation grid (A) (see Fig. 7 above) to the following bounding longitudes and latitudes: -69° to -64° W, 16° to 20° N (see Figure 33). 

Grid B:

As grid B for the inundation phase modeling we will use exactly the same geographical coverage as the 1s DEM from NGDC, but sub-sampled the 1-s DEM to 9 s resolution (see Figure 34).

Grid C:

As grid C for the inundation phase modeling we will crop the 1s NGDC DEM to the bounding longitudes and latitudes shown next, and sub-sample the DEM to 3s resolution. This is approximately gives computational grid cell sizes of approximately 30 m by 30 m (to be compared with the 90 m by 90 m used in the FEMA study). Since the whole island could not be covered by one Grid C of 3s resolution and still maintain an upper limit in the DIMENSION statements of the source code of 3000 x 3000, the island was divided into three sections: West, Center, and East (see Figure 34).
Figure 33 shows a contour plot of Grid A. The grid information for this grid is shown in Table 22 below. Figure 34 shows a contour plot of Grid B. The grid information for this grid is shown in Table 23 below. Figures 35-37 show contour plots of the 3 segments into which Grid C has been broken apart. Grid information for each segment is shown in Table 24 below. The white crosses in each plot show the location of tsunami-ready tide gauges. The white triangles are supplementary virtual tide stations set up to fill the gaps between the real tide stations. Due to problems with the locations of the tsunami-ready tide gauges as given by http://rmsismo.uprm.edu/Estaciones/mare.php, it was decided to do the following. Together with one of PRSN persons who installed the PRSN tide gauges, we “went” to each site via Google Earth, and read the longitude/latitude coordinates of the location where the gauge was located. Then, using the grid editor of Surfer in which each of the three Grid C computational grids was loaded, I “went” to each of these locations and obtained the MHW local water depth at the gauge location. If the water depth showed that the location fell inland on the computational grid, then the location was changed until it fell on water. Table 25 gives the coordinates of these stations. The table also shows the position of the tide stations in column and row number (I,J). 
Figure 38 shows a mosaic of the three grids C.

[image: image34.emf]


Figure 33 - Computational inundation Grid A. The outlines of the in8undation Grids B and C are also shown.
Table 22: 
	Grid Information: Grid A for Inundation Code
Grid File Name: 
Grid_A_60s_inun_v2.grd
Grid Size: 
241 rows x 301 columns

Total Nodes:
72541

Grid Geometry

X Minimum:
-68.9999958°

X Maximum:
-63.9999948°

X Spacing:
0.01666667 = 60 s ≈ 1800 m

Y Minimum:
16.000002105263°

Y Maximum:
20.000002947368°

Y Spacing:
0.016666670175437 = 60 s ≈ 1800 m

Grid Statistics

Z Minimum:
-8497 m

Z Maximum:
1145 m
ΔtA = 6.05 sec
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Figure 34 - Computational inundation Grid B. The outlines of the in8undation Grids B and C are also shown.
Table 23: Grid B Basic Information

	Grid Information: Grid B for Inundation Code

Grid File Name:                       grid_B_9s_inun_v2.grd

Grid Size: 
800 rows x 1200 columns

Total Nodes:
960000

Grid Geometry

X Minimum:
-68.00013889

X Maximum:
-65.00263886

X Spacing:
0.0025000000250208 = 9 s ≈ 270 m
Y Minimum:
17.00208333

Y Maximum:
18.99958335

Y Spacing:
0.0025000000250313 = 9 s ≈ 270 m
Minimum:                
-6611.589 m
Maximum:                
1315.722 m
ΔtB = 1.035 s


Table 24: Grid C Basic Information

	Grid Information: Grid C for Inundation Code (WEST)
Grid File Name: 
grid_C_west_1s_inun.grd
Grid Size: 
2752 rows x 2712 columns

Total Nodes:
7463424

Grid Geometry

X Minimum:
-67.44013888441

X Maximum:
-66.68708332283

X Spacing:
0.00027777777999999 = 1 arc sec ≈ 30 m

Y Minimum:
17.81625000653

Y Maximum:
18.58041667931

Y Spacing:
0.00027777778 = 1 arc sec ≈ 30 m

Minimum:                
-3505.59 m
Maximum:                
1190.08 m
Δtc = 0.158 s


	Grid Information: Grid C for Inundation Code (CENTRAL)
Grid File Name: 
grid_C_central_1s_inun.grd
Grid Size: 
2752 rows x 2709 columns

Total Nodes:
7455168

Grid Geometry

X Minimum:
-66.68791665617

X Maximum:
-65.93569442793

X Spacing:
0.00027777778  = 1 arc sec ≈ 30 m

Y Minimum:
17.81625000653

Y Maximum:
18.58041667931

Y Spacing:
0.00027777778  = 1 arc sec ≈ 30 m

Minimum:                
-1831.66 m
Maximum:                
1330.42 m
Δtc = 0.220 s


	Grid Information: Grid C for Inundation Code (EAST)
Grid File Name: 
grid_C_east1_1s_inun.grd

Grid Size: 
2752 rows x 2710 columns

Total Nodes:
7457920

Grid Geometry

X Minimum:
-65.93624998349

X Maximum:
-65.18374997747

X Spacing:
0.00027777778  = 1 arc sec ≈ 30 m

Y Minimum:
17.81625000653

Y Maximum:
18.58041667931

Y Spacing:
0.00027777778  = 1 arc sec ≈ 30 m

Minimum:                
-4535.7 m
Maximum:                
1066.11 m
Δtc = 0.140 s


      Table 25: Location of official tsunami-ready tide gauges and virtual ones.

	C

grid
	Lat
	Lon
	Col
	Row
	Depth

(m)
	Name

	west
	18.45652778900
	-67.16486110443
	 
	 
	
	Aguadilla, PR (NOS)

	west
	18.21736112085
	-67.16124999329
	 
	 
	
	Mayaguez, PR   (PRSN)

	west
	17.96986111887
	-67.046805547893
	
	
	
	Magueyes Island (NOS)

	west
	17.97236111889
	-66.76180554565
	 
	 
	
	Peñuelas, PR (PRSN)

	
	
	
	
	
	
	

	central
	18.45819445611
	-66.11624998493
	
	
	
	San Juan, PR (NOS)

	central
	18.44736112269
	-66.00319442847
	
	
	
	Isla Verde, PR (virtual)

	central
	18.49069445637
	-66.40124998721
	
	
	
	Balneario de Vega Baja, PR

	central
	17.96236111881
	-66.30513887533
	
	
	
	Playa Salinas, PR (virtual)

	central
	17.96986111887
	-66.62680554457
	
	
	
	Port of Ponce, PR (virtual)

	
	
	
	
	
	
	

	east
	18.05347223065
	-65.83708331603
	
	
	
	Yabucoa

	east
	18.15236112033
	-65.44374997955
	
	
	
	Vieques north

	east
	18.09375000875
	-65.47152775755
	
	
	
	Vieques south

	east
	18.30069445485
	-65.30236108953
	
	
	
	Culebra (virtual)

	east
	18.33513889957
	-65.63124998105
	
	
	
	Fajardo

	east
	18.42486112251
	-65.78680553785
	
	
	
	Punta Miquillo (virtual)


http://redsismica.uprm.edu/english/tsunami/mareo.php
There are two issues that we must notice:

1. Grid_C_1s_west_inun.grd and Grid_C_1s_central_inun.grd have some overlap, as do Grid_C_1s_central_inun.grd and Grid_C_1s_east_inun.grd. This is important because of the way it is planned to come up with the final result, which is the line delimiting the maximum inland penetration of the flood, irrespective of the tsunamis that contributed to the line. That is, for each tsunami, and for each of the three inundation grids (grids C) we produce the maximum flood elevation, or what storm surge modelers call the Maximum Envelope of Highest Water (MEOHW). Then, again for each of the three inundation grids, we analyze each MEOHW and from it come up with the Maximum of the Maximum, or MOM. So each of the three inundation grids will have an associated MOM. Next we combine the three MOM’s in a mosaic using Surfer, and ask Surfer to draw elevation contours for the MOM mosaic, and export the contours as ESRI shape files, which will therefore cover the whole island, including Vieques and Culebra. If there were no overlapping between contiguous MOM grids, Surfer will assign its equivalent of a NaN, and the contours would not be continuous between the MOM’s. By allowing for the overlapping we will get a continuous transition between the three MOM’s.

2. The second issue to note is that at the southeastern corner of Grid_C_1s_east_inun.grd lies very deep water, on the order of 5 km, which produces the result that the computational time step is constrained to be no larger than 0.140 s (set to 0.12 s in practice). This has the result of very long wall clock times in the simulations. As an example, 2 hours of simulation took 17 days on our AMD Opteron 64-bits workstation. The only solution would be to break Grid_C_1s_east_inun.grd in two parts as shown in Figure 39. This will produce a larger time step in both grids. The problem with doing this is that in the shallow shelf along the east coast of the island (between Fajardo and Ceiba) Grid_C_1s_east1_inun.grd would receive wave information directly from Grid_B_9s_inun.grd, whose grid size is 9 s (270 m). And the same would happen to the same section of Grid_C_9s_v&c_inun.grd. And in the shallow shelf the tsunami wave length 
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Figure 35 – High-resolution Grid C west used for inundation modeling. White crosses indicate location of tsunami-ready tide gauges.
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Figure 36 – High-resolution Grid C west used for inundation modeling. White crosses indicate location of tsunami-ready tide gauges. White triangles are supplementary virtual tide stations.
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Figure 37 – High-resolution Grid C west used for inundation modeling. White crosses indicate location of tsunami-ready tide gauges. White triangles are supplementary virtual tide stations.
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Figure 38 - 
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Figure 39 – Possible suggestion on how to get rid of the very deep waters lying along the southeast corner of Grid_C_1s_east1_inun.grd, by dividing it into two parts like shown by the hatched areas. This would result in two grids, Grid_C_east_1s_inun.grd and Grid_C_v&c_1s_inun.grd, but with shallower depths, thus allowing a larger computational time step in both grids.
shortens, so there will be distortion of the tsunami signal in these water depths of the order of 2-15 meters. The way to test this would be by comparing wave height time series at several points close to shore between Fajardo and Ceiba under both grid conditions. And also for time series close to Vieques and Culebra. For now and under the assumption that at most something on the order of about 50 runs will be needed, we will leave the island divided into only three segments
IV. 
Testing the Computational Grids

IV.1 – Propagation Grid

Before embarking on production runs with any MOST computational grid it is recommended that the grid(s) be tested for instabilities. These instabilities can go from localized ones (usually noticed by a few local nodes where the solution looks like an outlier relative to its surrounding values – but not sufficiently large to blow up the execution, or by what is called “localized ringing”; they are localized in the sense that they do not seem to affect the values obtained elsewhere), up to the case in which the instability blows up the execution by the wave height going above the upper threshold given in the input parameter file (the “*.in”). Typically this upper threshold is set at 30, or even 90, meters. Sometimes the instability is more subtle, in which there is no apparent instability, the tsunami time history gives what looks as reasonable values, but the signal does not seem “tsunami like”. A certain amount of experience is required to detect all of these instabilities.

The best way to test the grids is by a very strong forcing, like the one produced by a nearby 8-9 Mw earthquake. And this is what we will do with the outer (A), intermediate (B), and the three inner grids (Cwest, Ccentral, Ceast), forcing them with large tsunamis from the north, south, east, and west.

 For a forcing from the north we will use an Mw 8.7 earthquake in the Puerto Rico Trench (Grilli et. al., unpublished). The fault parameters used by Grilli et. al., 2009, are 

L = 600 km. W = 150 km, strike = ( = 92°, dip = δ = 15°, rake = λ = 50°, average slip = ū = 1.5 m, Lat = 19.5° N, Lon = -66° W, rigidity = μ = 42 gigaPascals.
We were not able to get Mw 8.7 by using a mean slip of 1.5 m, but instead this Mw was obtained by setting the mean slip to 2.9 m. The earthquake depth was obtained by using (width·sin(dip)), as explained above. (this was obtained from the Hans and Kanamori relationship). Figure 40 shows the initial sea surface deformation obtained on the 1 min grid regional&local_prop_A_60s_v2.dat. Table 26 shows the input file parameter used to generate this tsunami in the MOST/propagation code.  

To test the grids along the south coast we use a similar scenario, but now located at a similar distance south of the south coast. The strike is now 270° and the longitude/latitude coordinates of the origin are -63°/16.5°. Figure 41 shows the deformation. It should be stated that this forcing seems to be also enough to test the west coast of Cwest and the east coast of Ceast. No table of input parameters is shown since the only differences are in the location and strike. 
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Figure 40 – Near field initial sea surface deformation obtained from MOST/propagation based on the input parameters given in Table 26.
[image: image42.emf]


Figure 41 – Same as Figure 40 but now located south of the island.
 Table 26 – Input parameter file to MOST/propagation used to generate a Mw 8.7 tsunami north of Puerto Rico, along the Puerto Rico Trench.

	# MOST Mode ( 0=location point already in MOST convention,  1=fault origin or epicenter location is in Aki-Richards convention)

1

# Grid Name

Atlantic

# Grid axes version

20050825

# Location of bathymetry file

/home4/amercado/NTHMP_PR/propagation/grids/regional&local_prop_A_60s_v2.dat

# Input minimum depth for offshore (m) [depth threshold for propagation, vertical wall is set at this point]

20

# Input time step (sec) [time step based on CFL]

5.5

# Input amount of steps [total time for simulation based on 'input time step', 8 hours for this case]

1

# Input number of steps between snapshots [output interval, multiple of 'input time step', every 1 minute for this case]

6

# ..Starting from [first output time frame, multiple of 'input time step', 10 s for this case]

1

# Save output every n-th grid point [output grid is save every 4th node, 4 arc-minutes in both x and y directions]

4

# Input global b.c.s (1=global, 0=non-reentrant) [use default of 0 if grid is not global]

0

# Output filename prefix (e.g. s_2943_194_ha.nc, s_2943_194_ua.nc, s_2943_194_va.nc; no need to supply '_')

PRT_16min_8.7Mw

# Source Zone Name

Caribbean

# Source Zone Code

at

# Source Column

b

# Source Row

50

# Source Version [versioning we used to keep track of revisions on the same unit source runs]

0

# Input number of fault-planes: [input the desired number of fault planes]

1

# x-integration [default value]

41

# y-integration [default value = 21]

21

# Vp - P-wave velocity [default value = 8.11]

8.11

# Vs - S-wave velocity [default value = 4.49]

4.49

# 'Deform Area X' [size of deformation area in X direction]

1000

# 'Deform Area Y' [size of deformation area in y direction]

1000

# 'Longitude'     [fault paramters]

-68.50

# 'Latitude'      [fault paramters]

19.5

# 'Length (km):'  [fault paramters]

600

# 'Width (km):'   [fault paramters]

150

# 'DIP (deg):'    [fault paramters]

15

# 'RAKE (deg):'   [fault paramters]

50

# 'STRIKE (deg):' [fault paramters]

92

# 'SLIP (m)'      [fault paramters]

2.9

# 'DEPTH (km):'   [fault paramters]

3     39.0


It should be noticed that though the computations are done on a 1 min grid, results are stored on a 4 min grid. This is 4 times the resolution at which the MOST FACTS results are stored.

IV.2 – Inundation Grids

Forcing from the North

The results from this run are then given to the three nested grids (A, B, Cwest, Ccentral, Ceast) used by the MOST/inundation code. Grids A and B did not show any problems with the 8.7 Mw forcing along the Puerto Rico Trench. We now discuss the three grids C. We start with Ccentral . Figure 42 shows a localized instability just north of Punta Las Marias, San Juan. It is identified by the arrow labeled “location of maximum”. According to the Matlab code used to produce the plot, it lies at (-66.0507° N, 18.4668° W). The maximum value at this spot is 15.5 meters. Two or three nodes in that offshore site have these high values. The fact that these large values lie offshore reinforces the feeling that it is a localized instability. A look at the bathymetry file reveals a narrow, steep-sided channel between the outer fringes of cemented sand rocks that protect the San Juan metro area. A zoom into the bathymetry file in the area shows the channel, as seen inside the rectangle in Figure 43. This is typical of MOST, in that it tends to go unstable inside steep-sided channels. 
[image: image43.emf]


Figure 42 – Figure showing the location of a localized instability along the north coast of grid Ccentral.
Before continuing about how to get rid of this offshore instability, we should notice in Figure 42 the location of the minimum value for this run in Grid C. This value has an elevation of -5.5x10-7, and lies inside a swampy area to which the tsunami does not reach.

To get rid of the offshore instability one needs to smooth out the bathymetry in the area. The program bathcorr.f that is supplied with MOST will do smoothing, though it will include the whole bathymetry and topography in the smoothing. Not wanting to smooth the whole array, a Surfer script file is used that will smooth just the nodes lying inside a user-defined rectangle encompassing the culprit nodes. In addition, a buffer area is defined by a second rectangle in which the smoothing is less, allowing for a more gradual transition between the smoothed and non-smoothed areas. This is shown in Figure 44.  The figure compares the non-smoothed versus the smoothed grid. Inside the inner rectangle a smoothing Gaussian was applied 5 times, while in the buffer region it is applied only 2 times. The edited grid is then tested again to see if the instability at that same site was removed, which it did. Once it passes all tests, it is called grid_C_central_1s_inun_v2.dat. This central grid still has to be tested by a big tsunami located south of the island.
[image: image44.emf]


Figure 43 – Figure showing the culprit for the localized instability (steep-sided channel inside rectangle). Smoothing needs to be done inside the rectangle.
[image: image45.emf]


Figure 44 – Rectangles inside of which smoothing was carried out to get rid of the localized instability, as described in the text.
We now look instabilities in the grid Cwest due to the 8.7 Mw at the Puerto Rico Trench. One possibility is seen at the municipality of Isabela (see Figures 45 and 46), which lies inside a narrow gorge with very steep sides. The approximate longitude/latitude of the instability is -66.901/18.9832. The runup is on the order of 26 m, while the practically vertical gorge walls reach much higher elevations. Hence it is not obvious that this is a numerical instability, given that the forcing is a big tsunami and the water is going into a natural funnel. But in any case, smoothing was done inside the rectangular box seen in Figure 47.  The figure shows the original (blue contours) and the smoothed (black contours) grids. The new, smoothed, version of grid Cwest was named grid_C_west_1s_inun_v2.dat.
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Figure 45– Apparent instability at the north coast of grid Cwest.

[image: image47.emf]


Figure 46 – Location plot of possible instability at the north coast of the grid Cwest.

[image: image48.emf]


Figure 47 – Contour plot of gorge at the Isabela municipality, showing the original (blue contours) and the smoothed (black contours) grids.

During a simulation of the 1918 Puerto Rico tsunami (a Mw 7.3), whose origin was located in the Mona Canyon just northwest of Aguadilla, after almost 2 hours of simulation another instability was noticed in grid Cwest at -67.1946°/18.0457°, between Puerto Real (the bay to the north) and Bahía de Boquerón (bay to the south), as shown in Figure 48. This is certainly an instability since it is way south of the most affected areas, it happened almost 2 hours after the tsunami struck, and it lies with an 18 m runup. This instability lies inland, in an area which should not be floodable. Since we will be forcing all of the C grids with a large tsunami generated on the Mona Channel, we will wait to see the results of this big forcing in order to detect any instabilities.

We will continue with the Mw 8.7 at the Puerto Rico Trench, and examine the grid Ceast. A first test of the grid showed that the run was crashing at some point near shore line at the west boundary of the grid. But no information was provided as to where. Therefore, the whole grid was again smoothed (recall that all C grids have been smoothed with bathcorr.f using a steepness value of 0.5) with bathcorr.f, now with a steepness value of 0.25. The new grid was named grid_C_east1_1s_inun_v2.dat. This solved the problem, allowing the program to run without problem. Figure 49 shows a location just offshore of Punta Miquillo (at -65.7582°/18.4388°; see pentagon symbol) where the water elevation reached 21 m. Being located offshore, this is another candidate for an instability (in the same way as in Figure 42). Figure 50 shows the rectangle where smoothing was done (5 times inside the inner one, and twice in the buffer strip). The black contours are the unsmoothed grid (grid_C_east1_1s_inun_v2.dat), while the blue contours are of the smoothed grid (notice that smoothing only occurs inside the rectangles). The new smoothed grid was named grid_C_east1_1s_inun_v3.dat. 
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Figure 48 – Location of instability between Puerto Real and Boquerón.
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Figure 49 – Instability at -65.7582°/18.4388° in grid Ceast.
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Figure 50 – Result of smoothing grid Ceast near Punta Miquillo.
Further down the execution of the program a runup of 32.4 m was observed at the north coast of Culebra, at -65.2785°/18.3293°. Again, there is short gorge there where runup can be quite large, as it has happened in real life elsewhere. Therefore, it is not obvious whether smoothing should be done there. Based on the fact that it is a big local tsunami, and that the surface friction is equivalent to flow over sand, it was decided to leave that location as it is. These seem to be the only locations where (possible) instabilities were detected for grid Ceast with a big forcing north of the island.
Forcing from the South

We now turn to a big forcing south of the island. This forcing turns out to be a good test for the west coast of grid Cwest, and for the east coast of grid Ceast. This is seen from the plot of the initial deformation (see Sources section) and from the exposure of both of these coasts to a tsunami from the south. The initial sea surface deformation is seen in Figure 41.
In this case of a big forcing from the south it was found that the program first crashed at a location in Grid B. The *.lis output files for the three runs (Cwest, Ccentral, and Ceast), at the bottom show the location where the instability occurs, in both geographical and grid coordinates (row and column numbers). 

Maximum exceeded in B grid

 blowup RUN STOPPED maxerror =     87.27463110312695     

 occurred at i =           481  x =     293.1998611200000     

 occurred at j =           387  y =     17.96708334000000  
This locates the instability at Punta Verraco in Guayanilla (see arrow in Figure 53), just north of a small indentation in the bathymetry. Note that the shelf break lays very nearshore ant that it is very steep. 
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Figure 51 – Location in Culebra where the Mw 8.7 earthquake produced a 32 m runup.
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Figure 52 – Zoom into the location. Contours from 0 to 40 m elevation shown.
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Figure 53 – Surfer grid plot of instability location on Grid B when forced by a large tsunami from the south. Instability location shown by arrow.
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Figure 54 – Contour plot of instability area showing the location where smoothing was carried out. Instability location shown by the circular filled symbol. This is in the area of Guayanilla Bay.
And the wave height of 87 m obviously classifies this as an instability. Figure 54 shows the location of the instability (black filled circle) and the outline of the areas in which smoothing was done using Surfer. Notice that the area has been chosen to include all of Guayanilla Bay, and it includes three canyons cutting into the very abrupt shelf break. The figure below shows the result of the smoothing, with the original grid in black contours and the smoothed grid in blue contours. The new Grid B was named grid_B_9s_inun_v3.grd. It should be noticed from the figure that we smoothed only the bathymetry. Ideally, this should the first option, although sometimes it is necessary to smooth also the topography (as we saw above).
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Figure 55 – Comparison between the original (black contours) and the smoothed (blue contours) grid. This is in the area of Guayanilla Bay.
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Figure 56 - Comparison Blue arrow shows location of new instability near La Montalva.

The program was run again with grid_B_9s_inun_v3.grd and, again, it blew up in Grid B, now near La Montalva, just west of Guanica Bay (see arrow in Figure 56):
Maximum exceeded in B grid

 blowup RUN STOPPED maxerror =     885.3036722172819     

 occurred at i =           399  x =     292.9948611199583     

 occurred at j =           377  y =     17.94208333941180     

Due to this, it was decided to pass grid_B_9s_inun_v3.grd through bathcorr3.f, but now with the steepness parameter set to 0.25 (recall that it was originally pass through bathcorr3.f with that parameter set to 0.5, and that we had also already passed grid Ceast through bathcorr3.f with 0.25 also). The new grid B was then named grid_B_9s_inun_v4.grd.
The problem kept happening with grid_B_9s_inun_v4.grd, and at in the same area (see Figure 57). 
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Figure 57 –  Location of problematic area in Grid B even after passing it through Bathcorr3.f with steepness of 0.25.
Therefore, it was decided then to apply Surfer smoothing centered on the problematic area. Results are shown in Figure 58. The newly smoothed grid was named grid_B_9s_inun_v5.grd.
The new grid B (grid_B_9s_inun_v5.grd ) was again tested and, again, a blow up occurred between Salinas and Jobos Bay (see Figure 59). Again, Surfer smoothing was carried out and the new grid was named grid_B_9s_inun_v6_2.grd (a smoothed version, grid_B_9s_inun_v6.grd was originally created in which both the bathymetry and topography were smoothed, but it was rejected due to the large differences in the shoreline position when compared with grid_B_9s_inun_v5.grd). Figure 58 shows a comparison of grid_B_9s_v5.grd and grid_B_9s_inun_v6_2.grd. This new grid B was again tested.
Now the instability moved to between La Parguera and Guanica Bay:

 Maximum exceeded in B grid

 blowup RUN STOPPED maxerror =     5147.314157176429     

 [image: image59.emf]


Figure 58 – Comparison of grid_B_9s_inun_v5.grd (black contours) with grid_B_9s_inun_v6_2.grd (blue contours). Instability was removed. 

occurred at i =           449  x =     293.1198611212093     

 occurred at j =           377  y =     17.94208333941180   
Figure 59 shows a comparison of grid_B_9s_inun_6_2.grd (black contours) with the smoothed version, grid_B_9s_inun_v7.grd (blue contours). The solid filled circle shows the location of the instability. Only the bathymetry was smoothed.
[image: image60.emf]


Figure 59 - 
All runs up to now had been done with the switch that doesn’t allow for runup in grids A and B, and at the same time the reflecting wall was at 5 m depth. This could create problems.
again to the La Parguera area (see Figure 56). Hence this whole area was again smoothed with Surfer (just the bathymetry). Figure 59 shows a comparison between grid_B_9s_inun_v6_2.grd and the new grid_B_9s_inun_v7.grd.
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Figure 59 – Comparison of grid_B_9s_inun_v6_2.grd (black contours) with grid_B_9s_inun_v7.grd (blue contours). Instability was removed.
The new grid B (grid_B_9s_inun_v5.grd )was again tested and, again, a blow up occurred between Salinas and Jobos Bay (see Figure 59). Again, Surfer smoothing was carried out and the new grid was named grid_B_9s_inun_v6.grd. This time since the instability was so close to land, it was decided to smooth both the bathymetry and topography. The results are shown in Figure 60. It should be stated that all locations where we have done smoothing up to now are also included in the three grid C’s where the inundation takes place. And that in this version of MOST there is only one-way transfer of information. That is, information proceeds from Grid A to Grid B, and then to Grid C. There is no feedback from the inner grids out to the outer grids. Henceforth, the changes being carried out in Grid B do not have consequences in the computations done in the three inundation grids (grids C). Another option instead 
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Figure 58 – Comparison of grid_B_9s_inun_v4.grd (black contours) with the smoothed one (v5) (smoothed using Surfer inside rectangles).
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Figure 59 – Plot showing location of instability between Salinas and Jobos Bay.
[image: image64.emf]


Figure 60 - Comparison of grid_B_9s_inun_v5.grd (black contours) with the smoothed one (v6). Smoothed using Surfer inside rectangles.
of this could be to not allow runup in grid B and move the boundary in grid B up to where computations’ are carried out offshore, away from the shoreline where most of the problems tend to occur.
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